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Abstract

The necessity of network traffic monitoring and analysis is growing dramatically with increasing network usage demands from individual users as well as business communities. Most network traffic monitoring and analysis systems are based on flows. One key asset with these systems is to compress a significant amount of packet data into flows. However, the compression ratio is highly variable in the recent network environments due to the increased use of peer-to-peer file sharing applications and the frequent appearances of abnormal traffic caused by Internet worms, which negatively influences the performance of traffic analysis systems. The performance of traffic monitoring and analysis systems highly depends on the number of flows as well as link utilization and the pattern of packet arrival. This paper examines the characteristics of recent Internet traffic from the perspective of flows. We found that the frequent occurrence of flash flows highly affects the performance of the existing flow-based traffic monitoring systems. Using various flow related metrics, we analyzed the IP traffic traces collected from the Internet junction at POSTECH, a university with over 6,000 end hosts and servers.
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1. Introduction

The necessity of network traffic monitoring and analysis is growing dramatically with the increasing network usage demands from individual users as well as business communities. Traditional areas, which are heavily dependent on traffic monitoring, cover a range from network capacity planning to the study of network behavior. In addition, emerging new areas, such as service level agreement (SLA), customer relationship management (CRM), quality of service (QoS), security attack analysis, and usage-based billing, also have great needs for traffic monitoring.

Most traffic monitoring and analysis systems [1, 2, 3] focus on flow-based investigation. The definition of a traffic flow may be different depending on systems [4, 5, 6]. The most widely used definition of a traffic flow is the one from Cisco Systems, which announced several versions of flow definitions with its NetFlow series. Among them, NetFlow V5 [6] is most commonly used in real world applications. NetFlow V5 defines a traffic flow as a unidirectional sequence of packets between given source and destination endpoints. Traffic flows are highly granular; flow endpoints are identified both by IP address as well as by transport layer application port numbers. NetFlow also utilizes the IP Protocol type, Type of Service (ToS) and the input interface identifier, to uniquely identify flows. In addition, the IETF working group IPFIX [7] is trying to standardize an IP flow format.

The process of flow-based traffic monitoring starts from capturing and classification of packets according to flow identifiers from packet header values and generates flow data. Some systems, such as NG-MON [1] and Ntop [2], capture raw packets directly from a network link or a network device and generate flow data using their own flow format. Cisco IOS-based routers and switches are equipped with a function to export flow data in the NetFlow format [6].

One of the key assets of these systems is to compress a significant amount of packet data into flows. However, the compression ratio from packet header data to flow data is highly variable in the recent IP network environment due to the increasing use of peer-to-peer (P2P) file sharing applications [8] and frequent appearances of abnormal traffic.
(e.g., Scanning, DoS/DDoS, Internet worms) [9], which negatively influences the performance of traffic analysis systems. Abnormal traffic can be problematic because it usually generates a large number of flows which consist of only a couple of packets per flow. The system performance highly depends on the number of distinct flows as well as the link utilization or the number of packets. Therefore, high performance monitoring systems are desirable even for low-speed/under-utilized network links.

This paper studies the characteristics of recent Internet traffic from the perspective of flows and investigates the cause for the high fluctuation in the number of flows. It also presents our proposition to enhance existing flow-based traffic monitoring systems. We analyze various flow measurement metrics, which we defined in this work, with traffic traces collected on the Internet junction at POSTECH, a university with over 6,000 end hosts and servers.

The organization of this paper is as follows. Section 2 describes the influence of flows on the traffic monitoring systems and recent research on Internet traffic analysis. Section 3 describes our traffic data collection method. The high-level analysis of IP traffic trace is given in Section 4. In Section 5, we describe the detailed analysis of IP traffic flows. Findings from our investigation and some suggestions for a traffic analysis system are given in Section 6. Finally, concluding remarks are given and possible future work is discussed in Section 7.

2. Related Work

In this section, we describe the system architecture widely accepted by real-time traffic monitoring systems and explain the influences of traffic flows on their system performance. We also summarize the trends and results of current Internet traffic analysis by various research groups.

2.1 Influence of traffic flows on traffic monitoring systems

The architecture of real-time traffic monitoring and analysis systems are evolving from single system architecture to pipelined and clustered architecture as target link speed is growing from several hundreds Mbps to multi-Gbps. The original version of Ntop [2] and argus [10] are good examples of the single system architecture, which may still be deployed on under-utilized and low-speed network links. However, most real-time monitoring systems use pipeline-based architecture, which is basically influenced by the IETF RTFM architecture [11] to cope with high-speed network monitoring needs. Systems such as NetTraMet [11], Ntop[2], NetFlow-based Systems [3], NG-MON [1] and Ahang Shiyong, et. al. [12] introduced the clustering concept to pipeline-based architecture to handle a large amount of traffic data in a real-time manner for use with commodity off-the-shelf hardware. Also, flow-based systems provide a scalable and flexible way to interpret various analysis requirements (e.g., Accounting/Billing, SLA, QoS monitoring, and etc.). System architects introduced the idea of flow to the pipelined architecture in order to minimize the impact on performance and system overhead.

Figure 1. Pipeline-based Real-time Traffic Monitoring and Analysis System Architecture

The flow-based traffic monitoring system architecture commonly consists of three major processing parts, as illustrated in Figure 1: Flow Generator, Flow Store, and Traffic Analyzer. A flow generator is located at the measurement point to capture packets using mirroring or splitting functions and export flow record data. It can be bypassed by utilizing flow exporting functions embedded in network devices, such as Cisco NetFlow exporting. A flow store is the collection and storage point for data before it is passed to a traffic analyzer. There can be multiple flow generators or flow stores wherever they are necessary. Considering the effects of many traffic metrics (such as link utilization, packet arrival rate, and the number of flows) on the traffic monitoring system, there are some performance issues in each phase of the pipelined monitoring system architecture.

First, the performance of flow generator appears to be highly affected by link utilization and packet arrival rate rather than the number of flows, because the packet capturing function consumes more system resources than the flow generating function. However, the number of flows also significantly affects the performance of a flow generator, specifically the required memory size and search processing load. For example, if a flow generator uses a static hash bucket size, the system may be corrupted when the number of flows exceeds the limit.

With the help of SmartBits™ 600, a packet generation
hardware, we tested the effect of the number of flows generated on the performance of flow exporting systems. For this test we used nProbe [2] and NG-MON’s flow generator [1]. nProbe can generate Cisco’s NetFlow flows and mimic the router’s flow exporting routine. It allows the users to change a hash bucket size for various link conditions; the hash bucket size is static at run-time. On the other hand, the NG-MON flow generator uses a variable hash bucket size using the open hash technique.

While fixing the packet arrival ratio (50,000 pps), we changed the number of distinct flows from 10 to 1,000,000 sending from the SmartBits™. nProbe could not export any more flows after its hash buffer was full and it took up the entire CPU load until its termination. In case of the NG-MON flow generator, as the number of distinct flows increased we monitored a slight increase in CPU load and a much more noticeable growth in memory consumption. From this test, we confirmed that the number of flows highly affects the required memory size in the flow generation with a little effect on CPU load. Experimental research is ongoing to overcome this high memory consumption such as adaptive flow exporting scheme and developing a new flow format with an effective sampling mechanism [4, 13, 14].

Second, the data exchange overhead and delay increases as the flow data volume increases, not the link utilization or packet size. This is obvious, because a single flow record size is fixed regardless of the number of packets and byte count of the flow. The large amount of transferred flow data may hinder other service traffic if a monitoring system is running on the operational network. Some ISPs and companies find a way around these problems by constructing a completely separate network just for monitoring and control purposes. Although such network consists of low bandwidth links and cheaper network devices, it is still a very costly solution.

Third, the limited resources for the analysis application cause system overhead handling a large number of flows from today’s traffic. To meet the requirements for sophisticated analysis reports, many systems need to provide support for various and complicated traffic metrics. Because we are dealing with large amounts of data, frequent disk operations are necessary which obviously slows down the analysis process. For example, we sent 100,000 distinct packets at 20,000 packets per second (pps) to the system where Ntop was running and witnessed the CPU load reaching 99%. 100,000 distinct packets mean that Ntop must process 100,000 flows to show the analysis data of flow measurements. Although the figures obtained in this test can change when faster hardware is used, the analysis system performance will remain highly dependent on the number of distinct flows.

2.2 Current Status on Internet Traffic Monitoring and Analysis

The types and patterns of current network traffic are more complex than in the past. The proportion of traditional well-known port based traffic is decreasing. P2P, streaming media, and game traffic are growing instead. Internet2 administrators report that about 16% of the traffic carried by their network is P2P traffic while a further 54% of unidentified traffic may also belong to P2P applications [15]. Many other ISPs also believe that their networks are overwhelmed with P2P application traffic [8, 16].

A number of studies involving current Internet traffic analysis concentrate on the characteristic analysis of the newly emerging application traffic. The preliminary step of traffic characterization is to classify the traffic according to application layer programs. However, it becomes increasingly difficult to detect newly emerging Internet applications which use dynamically generated port numbers rather than static and registered ones. Here are a few different approaches to this traffic identification task.

Traditional Identification Method - The traditional method is based on the well-known ports registered at the IANA port list or the private port list extended from IANA port list [17]. For example, Web traffic created by web client/server applications use port numbers 80, 8080, or 443. However, we cannot rely on this method any more because of many new features in recent Internet traffic. For example, traditional methods cannot detect the dynamic port numbers negotiated by streaming media applications, such as Microsoft Window Media Server/Player.

Payload Examination based Method - To detect the dynamically determined ports of streaming media applications and P2P applications, the payload examination method is one possibility. Mmdump [18] and SM-MON [19] used this method to differentiate streaming media traffic from other Internet traffic. They examine the payload of control packets to determine the port numbers used by data session. In addition, it is also useful in detecting passive FTP data sessions.

Signature Mapping based Method - To increase identification accuracy, the signature mapping based method [20] was introduced. In this method, a portion of payload data that is static, unique, and distinguishable from other
packets is investigated for all applications. It can be recorded as the signature of that application. By comparing every packet payload with a pool of pre-determined signatures, this method can identify application traffic more accurately than the traditional method.

Recent studies on traffic characterization collected and analyzed IP traffic from an enterprise network [21] or a large ISP backbone network [22] while focusing on traffic characteristics from various perspectives: User perspective characteristics, packet-level and flow-level features [22], and routing protocol-level behaviors [23]. Numerous studies [24, 25, 26] contributed methods to ascertain the nature of P2P traffic. They particularly looked at the traffic generated by FastTrack (KaZaA, KaZaA Lite), Gnutella (Morpheus, LimeWire), and Overnet (eDonkey) which consume a significant share of Internet traffic. Other research [8, 16] focused on the comparison of P2P traffic with other traditional Internet traffic, such as Web and FTP.

S. Sen, et al. [24] investigated TCP flow-level data gathered from multiple routers across a large Tier-1 ISP to analyze three P2P applications (KaZaA, Gnutella and DirectConnect). This research was a significant step towards characterizing these P2P applications from a network engineering perspective. However, their work did not reveal application level details and insights explaining the observed behaviors.

Two studies [8, 27] considered that KaZaA P2P traffic could be logged and cached. Although KaZaA’s control protocol is proprietary, these studies focus on KaZaA using HTTP for transferring data files. They monitored HTTP traffic on highly utilized links: Traffic from a large Israeli ISP to US and Europe [27], and traffic from the University of Washington campus to ISP [8]. Both reported that most Internet traffic constitutes KaZaA traffic. Furthermore, they compared KaZaA traffic with traffic generated by traditional content distribution systems, such as Akamai and Web traffic [8]. They quantified the rapidly increasing P2P traffic, characterized the behavior of these systems from the perspectives of clients, objects, and servers, driving the appropriateness for caching.

3. Collection of IP Traffic Trace

In order to collect IP traffic trace data, we deployed a NG-MON Flow Generator on the Internet junction at POSTECH, as illustrated in Figure 2. NG-MON is a real-time traffic monitoring and analysis system for high-speed network links, which was developed by our research group in 2002 [1]. The POSTECH campus Internet link is composed of two 100 Mbps Metro Ethernet links. There are two core switches and two Internet routers connected with four 1 Gbps Ethernet links in a mash structure. We used four optical taps to collect all in/out Internet traffic from the four 1 Gbps Ethernet links between core switches and Internet routers.

![Figure 2. Traffic Trace Collection Method](image)

We have about 6,000 computers connected to the POSTECH campus network. Microsoft Windows Operating Systems (Windows 98/ME/XP/NT/2000) are installed in 80% of computers, and the remaining 20% are running on Unix-like operating systems, such as Linux, Sun Solaris, IBM AIX, HP-UX, etc. In fact, POSTECH’s 2,800 students all live in campus dormitories.

The NG-MON Flow Generator receives raw packets and generates flow data. For our purposes, we define flow as a unidirectional stream of packets with the same 5-tuple packet header values; source IP, destination IP, source port, destination port, and protocol number. In addition, we used the flow timeout value of 120 seconds based on the research results of Gianluca Iannaccone, et. al. [28]. When two consecutive packets with same 5-tuple values have more than 120 seconds of interval we consider these two packets belong to two different flows. In this experiment, first we gathered traffic data during three different weeks and generated flow data based on our flow definition. After generating flows, we excluded the flows started before our testing period and continued after the testing period.

We collected IP traffic for three weeks during February and March 2004. The overall summary of our traffic trace is illustrated in Table 1. The total number of flows captured during three weeks was $2,610 \times 10^6$, and the total bytes were over 40 TB. Among them, we considered only TCP and UDP traffic, which occupies more than 99% of total traffic in bytes. From the captured traffic data, we excluded the packets which had spoofed information in the packet header values (e.g., an outgoing packet with source IP address which does not belong to the IP range of our campus
network, a packet with fabricated TCP flags, and etc.). The portion in this category was 0.5% in bytes and 3.3% in packets of total traffic.

The graphs show the variances of each transport layer protocol (TCP, UDP, and ICMP) traffic and their total amount in three different analysis metrics: flow duration, packet count, and byte count. From this general analysis we found that a large amount of flows are short-lived flows which have small number of packets and byte counts.

In this section, we present high-level and general analysis results of the traffic trace. To characterize recent IP traffic we performed various analysis over three flow-related metrics: flow duration, packet count, and byte count. From this general analysis we found that a large amount of flows are short-lived flows which have small number of packet and byte counts.

### 4.1 Distribution of Traffic over Time

Figure 3 illustrates six time-series graphs of the traffic trace captured from February 1, 2004 to February 8, 2004. The graphs show the variances of each transport layer protocol (TCP, UDP, and ICMP) traffic and their total amount in three different analysis metrics (flow, packet, and byte) over time. We also categorized the traffic into inbound and outbound traffic to compare the directional behavior of our campus network. We calculated each value with one day along the x-axis.

### Table 1. Summary of Traffic Trace

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total File Size</td>
<td>41 Gbytes</td>
<td>43 Gbytes</td>
<td>53 Gbytes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Flows (x 10^6)</th>
<th>Packets (x 10^6)</th>
<th>Bytes (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP</td>
<td>295 (34%)</td>
<td>18,345 (93%)</td>
<td>13,697 (96%)</td>
</tr>
<tr>
<td>UDP</td>
<td>537 (63%)</td>
<td>1,069 (85%)</td>
<td>190 (2%)</td>
</tr>
<tr>
<td>ICMP</td>
<td>33 (3%)</td>
<td>190 (1%)</td>
<td>16 (0%)</td>
</tr>
<tr>
<td>Others</td>
<td>0.1 (0%)</td>
<td>1 (0%)</td>
<td>0.6 (0%)</td>
</tr>
<tr>
<td>Total</td>
<td>565 (100%)</td>
<td>19,636 (98%)</td>
<td>18,345 (93%)</td>
</tr>
</tbody>
</table>

Table 2. Inbound Traffic vs. Outbound Traffic

<table>
<thead>
<tr>
<th>Collection Period</th>
<th>2/1/04 – 2/7/04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio (%)</td>
<td>Flows (In/Out) (%)</td>
</tr>
<tr>
<td>Total</td>
<td>TCP (47.53)</td>
</tr>
<tr>
<td></td>
<td>UDP (51.49)</td>
</tr>
<tr>
<td></td>
<td>ICMP (47.53)</td>
</tr>
<tr>
<td></td>
<td>others (29.71)</td>
</tr>
<tr>
<td></td>
<td>Total (50.50)</td>
</tr>
</tbody>
</table>

The flow-based traffic analysis systems negatively, because the processing load of these systems depends on the number of generated flows rather than the number of packets and link utilization, as mentioned in Section 2.

Another interesting fact about flows is illustrated in Table 2. The inbound and outbound traffic show a close one to one ratio in terms of flow count and packet count. The outbound traffic means the traffic generated from inside the campus network and going out to the Internet, the inbound traffic is vice versa. However, considering bytes, the total outbound traffic is 1.38 times greater than inbound traffic, which is commonly reported in many university networks [8]. This implies that the inbound packet size is smaller than the outbound packet size, and the inbound byte size of a flow is also smaller than that of outbound flow. Moreover, the outbound TCP bytes are larger than inbound TCP bytes with the same ratio of total traffic, but the inbound UDP bytes are two times larger than outbound UDP bytes. We believe that the former case is mainly due to P2P traffic and popular FTP servers operated by students, and the latter case is due to multimedia service traffic from outside servers using UDP to transfer video/audio data.

4. **High-Level Analysis on Flows**

In this section, we present high-level and general analysis results of the traffic trace. To characterize recent IP traffic we performed various analysis over three flow-related metrics: flow duration, packet count, and byte count. From this general analysis we found that a large amount of flows are short-lived flows which have small number of packet and byte counts.

4.1 **Distribution of Traffic over Time**

The ratio of TCP and UDP traffic in bytes and packets are similar to each other; over 90% of total packets and total bytes are TCP traffic. Still, TCP is used by the majority of current Internet applications. However, the flow ratio of TCP and UDP traffic is opposite. The number of total UDP flows is about two times greater than the number of total TCP flows, as illustrated in Table 1. A small number of UDP packets with fewer bytes than TCP packets cause a significant amount of flows. This implies that the UDP traffic in the current network environment highly influences...
The total flow distribution is mainly affected by the UDP flows, as illustrated in Figure 3(a) and Figure 3(d). The inbound and outbound flow distribution has a similar shape and the average number of outbound flows is slightly larger than that of the inbound flow, which describes the data in Table 2. The shapes of packet distribution and byte distribution graphs are primarily affected by the amount of TCP traffic, which contradicts the shape of flow distribution.

The time-of-day feature appears in all six graphs in Figure 3. The traffic increases from the afternoon and reaches a peak between 10 p.m. and 1 a.m. It goes down in the morning, which is typical of our university Internet usage behavior. The incoming ICMP packets are much larger than the outgoing ICMP packets, as illustrated in Figure 3(b) and Figure 3(e). This implies that the outside IP addresses more frequently join and leave the network than the inside IP addresses. The fluctuation of incoming bytes is higher than the outgoing bytes. That is because the number of outside users is much higher than that of inside users. In other words, the more users access a network, the less fluctuation of download traffic appears.

The data from Table 1 and Figure 3 implies some considerations about traffic flows. The flow characteristic of traffic shows different features from the byte and packet characteristics. The UDP flows are more important than TCP flows in the perspective of traffic flows. Therefore, we must consider the flow-level features of network traffic as well as the packet- and byte-level characteristics.

4.2 Distribution of Flow Duration

Figure 4 illustrates the distribution of flow duration in the form of a distribution function (DF) graph and a cumulative probability density function (CPDF) graph of the traffic trace from March 6, 2004 to March 12, 2004. The total number of flows is about $852 \times 10^6$. Among them, the number of UDP flows is $592 \times 10^6$, which is 2.7 times more than the number of TCP flows.

The average flow duration of TCP flows is 57.32 seconds,
which is 5.3 times greater than that of UDP flows (10.72 seconds). As Figure 4(a) illustrates, we can observe some long-lasting flows over \(10^5\) seconds (about 1 day). The maximum value of flow duration is 392,217 seconds, which is 4 days 12 hours 56 minutes 57 seconds. The median of TCP and UDP flow duration is 1 second, which indicates that the flow duration of over 50% of total flows is less than 1 second. It is worthwhile to investigate the features of these short term flows to improve the performance of the traffic analysis system. The standard deviations of TCP and UDP flows are 540.84 and 76.62 seconds, respectively. This indicates that the flow duration of most UDP flows belong to a small range of time intervals.

The number of UDP flows less than 80 seconds long is greater than the number of TCP flows, as illustrated in Figure 4(a). By contrast, over 80 seconds long TCP flows are much more than the number of UDP flows. The number of UDP flows less than 10 seconds is 508,074,860, which is 3.4 times of TCP flows of the same duration. This number is 85.74% of total UDP flows, as illustrated in Figure 4(b). Moreover, the UDP flows less than 100 seconds and 1000 seconds are 97.76% and 99.97% of total UDP flows, respectively. The duration of most UDP flows is less than 1000 seconds. In case of TCP flows, the TCP flows less than 10 seconds, 100 seconds, and 1000 seconds are 68.64%, 92.19%, and 99.47%, respectively. From this flow duration analysis we know that the duration of TCP flows are more evenly distributed between 0 and 1000 seconds than UDP flows.

According to Figure 4(c), the percentage of flows whose duration is less than or equal to 1 second is more than 60%. The ratios of such flows in total TCP flows and UDP flows are over 20% and 80%, respectively. It is an interesting fact that the overall percentage of short duration flows is high.

4.3. Distribution of Packets in Flows

Figure 5 illustrates the distribution of packets in flows with the form of DF graph and CPDF graph from the same traffic trace, which is also drawn in a log scale. Figure 5(a) shows that the distribution of the total flows is similar to the distribution of TCP flows when the packet count exceeds 3. The number of UDP flows with less than 3 packets is 19 times more than that of TCP flows. When the packet count exceeds 3 on the X axis, the number of TCP flows is greater than the number of UDP flows.

Figure 5(b) shows that the ratio of TCP flows aggregated with only 1 packet is about 6% of the total TCP flows, compared to about 76% in the case of UDP flows. The number of TCP flows with less than 1000 packets occupies a large portion of the total TCP flows. By contrast, the number of UDP flows with less than 10 packets takes a large portion of the total UDP flows. Particularly, the number of UDP flows with a couple of packets takes about 92% of the total UDP flows. Consequently, the number of packets belonging to the TCP flows is greater than the number of packets of UDP flows.

4.4. Distribution of Bytes in Flows

Figure 6 illustrates the distribution of bytes in flows with the form of DF graph and CPDF graph from the same traffic trace, which are also drawn in a log scale. Considering TCP flows, the byte counts of TCP flows are evenly distributed until 1000 bytes with some fluctuation. The number of TCP flows decreases exponentially after 1000 bytes. The number of UDP flows shows similar exponential decrease after 300 bytes. Considering the flows having less than 1000 bytes, the number of TCP flows is 154x10^6, which is 72% of total TCP flows. Figure 6(b) shows three vertical increases of TCP flows at 64, 130, and 200 bytes, respectively. About 90% of TCP flows are...
composed of less than 4000 bytes.

The number of UDP flows less than 1000 bytes is $587 \times 10^6$, which is 99% of total UDP flows and 3.9 times larger than TCP flows. The 64 bytes UDP flows are 53%, which means that half of the total UDP flows are single packet flow. 90% of UDP flows are less than 200 bytes, as illustrated in Figure 6(b).

4.5. Duration vs. Packets vs. Bytes

Figure 7 illustrates the relationship between the three metrics (duration, packets and bytes) in flows. We also compared the TCP and UDP flows using these three values together. We used a randomly selected 800,000 flows from our traffic trace to plot these graphs. It turned out that two-thirds of these random flows were UDP flows.

Figure 7(a) and Figure 7(c) show that the bytes in the flows are independent (but not completely) of the flow duration. The relationship between packets and flow duration is also independent of each other. They also have similar graphs to the bytes vs. duration graphs. While small-bytes and short-time flows appear in the chart, large-bytes and short-time flows appear together. The bytes in most UDP flows are less than 5000 bytes regardless of the flow and short-time flows appear in the chart, large-bytes and short-time flows appear together. The bytes in most UDP flows are spread widely in the chart. The flows with large bytes and low duration and flows with small bytes and long duration appear in this graph. The density of the flows in the Figure 7(a), (c) shows that over 97% of TCP and UDP flows are less than 100,000 bytes and 500 seconds.

The number of UDP flows less than 1000 bytes is $587 \times 10^6$, which is 99% of total UDP flows and 3.9 times larger than TCP flows. The 64 bytes UDP flows are 53%, which means that half of the total UDP flows are single packet flow. 90% of UDP flows are less than 200 bytes, as illustrated in Figure 6(b).

4.5. Duration vs. Packets vs. Bytes

Figure 7 illustrates the relationship between the three metrics (duration, packets and bytes) in flows. We also compared the TCP and UDP flows using these three values together. We used a randomly selected 800,000 flows from our traffic trace to plot these graphs. It turned out that two-thirds of these random flows were UDP flows.

Figure 7(a) and Figure 7(c) show that the bytes in the flows are independent (but not completely) of the flow duration. The relationship between packets and flow duration is also independent of each other. They also have similar graphs to the bytes vs. duration graphs. While small-bytes and short-time flows appear in the chart, large-bytes and short-time flows appear together. The bytes in most UDP flows are less than 5000 bytes regardless of the flow and short-time flows appear in the chart, large-bytes and short-time flows appear together. The bytes in most UDP flows are spread widely in the chart. The flows with large bytes and low duration and flows with small bytes and long duration appear together. The density of the flows in the Figure 7(a), (c) shows that over 97% of TCP and UDP flows are less than 100,000 bytes and 500 seconds.

According to the zoomed-in duration vs. bytes distribution graph in Figure 8, about 60% of flows lie within 1 second and 500 bytes. About 83% of flows also share the same characteristic in which they consist of less than 3 packets and again 500 bytes in total. Hence, a significant amount of flows have condition where they stay below 1 second long, 3 packets, and 500 bytes.

Figure 9 illustrates the flow distributions over the three factors on a single graph: Duration, Packets, and Bytes. More than 50% of these sampled flows share the same characteristic where Duration \( \leq 1 \), Packets \( \leq 3 \), and Bytes \( \leq 500 \). In this paper, we call these short-time, small-packet-size, and small-bytes size flows as flash flow. For the detailed analysis on flash flows we specifically defined the flash flow as a flow that satisfies the following conditions:

- The duration of flash flow is less than or equal to 1 second long.
- The number of packets in flash flow is no greater than 3.
• The byte size of flash flow is no greater than 500.

The portion of flash flows is highlighted in a circle in the 3D graph of Figure 9. In the following section, we present the detailed analysis of their characteristics and address the issues of flash flows.

5. Detailed Analysis of Flash Flows

In this section, we describe comprehensive and in-depth analysis results for the traffic trace, focusing on flash flows. We investigated the impact of flash flows on the total network traffic using various analysis metrics. Finally, we tried to investigate the origin applications which are generating these flash flows on our campus network.

5.1 Fluctuation of Flows over Time

Figure 10 demonstrates the variation of flow counts over time and the effect of flash flows to the shape of graph

The graph in Figure 10 shows the variations of total flow counts and non-flash flow counts. The difference between the maximum and minimum values of total flow counts is 233,686 while the difference for non-flash flow counts is just 112,559. This infers that removing flash flows reduces the fluctuation of flow counts over time. When we take a close look at each minute's flow counts, flash flows occupy more than 50% in most minutes. If we remove these flash flows, we can reduce significantly the processing overhead of the traffic monitoring system. After removing flash flows, the reduced ratios in total bytes and total packet counts are 98.56% and 92.75%, respectively. These figures are relatively high and the reduced amount is negligible. In usage based monitoring and analysis systems, the absence of flash flows improves performance while preserving the accuracy and stability of system.

5.2 Single-flow vs. Pair-flow

We defined several types of flows to investigate any hints for the influence of flash flows on the entire network link: single-flow, pair-flow, and reverse-flow. We define a single-flow as a flow having no corresponding reverse-flow and a pair-flow as a flow that has its corresponding reverse-flow. The reverse-flow of a flow is a specific flow which satisfies the following:

- An arbitrary flow is represented as \( f_a \), and its reverse flow is \( r_{fa} \).
- The source (destination) IP of \( r_{fa} \) is equal to the destination (source) IP of \( fa \).
- The source (destination) port of \( r_{fa} \) is equal to destination (source) port of \( fa \).
- The same protocol must be used.

Table 3 shows the comparison results of single-flow and pair-flow from selected traffic trace. In the case of TCP flows, no significant difference in flow count was seen between single-flows and pair-flows. On the contrary, the number of single- UDP flows was 1.7 times greater than the number of pair- UDP flows.


The number of packets and bytes belonging to pair TCP flows were 4 times and 7 times greater than those of UDP flows, respectively. Yet, single- and pair- UDP flows stayed relatively still (one-to-one ratio) in the measurements using these two metrics. In other words, TCP traffic is mostly occupied by pair flows while UDP traffic is filled with single flows. We believe that this is due to nature of these two protocols. TCP guarantees a reliable connection so it can support interactive communication between users, such as downloading. On the other side, UDP is well suited for one-way data transfer (streaming) and seems to be the choice of generating abnormal traffic (e.g., network security attacks). This is a possible answer to why there are a large number of small and single UDP flows in the campus network.
Table 4. Ratio of flash flows in single and pair flows

Table 4 shows the proportion of flash flows among single- and pair-flows according to their transport layer protocols. The portion of flash flows among total single-flows is 56.2%; 6% of single TCP flows and 80% of single UDP flows are flash flows. The proportion of flash flows among TCP flows is much smaller than that of UDP flows. The portion of flash flows among total pair flows is 60.2%, which is almost the same ratio to that of single-flows. It is very interesting to observe that flash flows appear with the same ratio in both single and pair flows. This indicates that a lot of real application flows are flash flows, the details of which will be investigated in the last part of this section.

5.3 New Flow Occurrence

We monitor the campus network traffic every minute and count the number of new flows. We define a new flow as the first occurrence of flow in each minute; thus, every new flow is unique. Again, all the measuring processes occur in the minute range so we are dealing with new flows from a single minute.

One of the interesting facts is that the shape of the total flow graph in Figure 11 is mostly influenced by how UDP flow count changes over time. The average number of new UDP flows per minute is greater than that of new TCP flows per minute. Unlike TCP flows, UDP flows’ life cycle does not last very long. About 80% of the new UDP flows disappear in the next coming minute and a similar portion of brand new UDP flows appears again. In addition, the variation of new UDP flow occurrences over time is not steady. Therefore, the fluctuation of UDP flows graph influences the total flow distribution graph.

Figure 11. New UDP flow occurrence over time

Figure 12 illustrates the size of total flash flows in new flow occurrences. About 60.48% of new flows are turned out to be flash flows. The percentages of TCP and UDP flash flows over the total number of new flows are 2.77% and 57.70%, respectively. In addition, about 10.46% of total new TCP flows are flash flows while more than 78% of total new UDP flows are flash flows. It is very similar to Figure 9 that short UDP flows influence the shape of graph and are responsible for new and short duration flow occurrences of each minute.

5.4 Port Number Distribution

We counted the number of flows that use port numbers below 1024 (well-known ports registered at IANA), and found that they were accountable for about 21% of the total flow counts. Over 56% of TCP flows used port numbers less than 1024, while most UDP flows use port numbers greater than 1024. This means that a large amount of TCP flows are still generated by traditional Internet applications. However, considering UDP flows, they appeared to be newly emerging applications.

In addition, we observe that Figure 13 has a few peaks in the distribution of total flows according to the port numbers. In order to discover the causes of these peaks we analyzed traffic in the application layer. It turns out that several P2P file sharing applications were responsible for those particular port usages; Overnet (4661, 4662) and Soribada (22321, 7674). The flows that fall into these applications contain a relatively small size of packets whose purpose is either a simple query or a checking message whether the peers are alive. They share similar characteristics with network security attack traffic (e.g., Internet worms); this is a concern since it becomes harder to distinguish attack traffic from normal traffic.
In terms of byte and packet counts, TCP flows overwhelm UDP flows in the range of port number beyond 1024. UDP flows spread widely over the entire range of port numbers.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Port number</th>
<th>Cumulative Flow Distribution (%)</th>
<th>Application</th>
<th>Port number</th>
<th>Cumulative Flow Distribution (%)</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80</td>
<td>27.04%</td>
<td>HTTP</td>
<td>22321</td>
<td>39.55%</td>
<td>Soribada</td>
</tr>
<tr>
<td>2</td>
<td>4662</td>
<td>53.34%</td>
<td>eDonkey</td>
<td>7674</td>
<td>52.78%</td>
<td>Soribada</td>
</tr>
<tr>
<td>3</td>
<td>7000</td>
<td>62.34%</td>
<td>AFS</td>
<td>11518</td>
<td>55.01%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1863</td>
<td>65.86%</td>
<td>MSN</td>
<td>4672</td>
<td>57.18%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8404</td>
<td>68.29%</td>
<td>V-Share</td>
<td>53</td>
<td>57.82%</td>
<td>DNS</td>
</tr>
<tr>
<td>6</td>
<td>10015</td>
<td>70.28%</td>
<td></td>
<td>5383</td>
<td>58.15%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>20168</td>
<td>72.08%</td>
<td></td>
<td>10106</td>
<td>58.44%</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3125</td>
<td>73.74%</td>
<td>Active API</td>
<td>10525</td>
<td>58.74%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1060</td>
<td>75.40%</td>
<td></td>
<td>9915</td>
<td>59.02%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6129</td>
<td>76.92%</td>
<td></td>
<td>11282</td>
<td>59.30%</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>4661</td>
<td>87.30%</td>
<td>eDonkey</td>
<td>10029</td>
<td>61.79%</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3531</td>
<td>90.60%</td>
<td></td>
<td>5991</td>
<td>63.85%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>100.00%</td>
<td></td>
<td>Total</td>
<td>100.00%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Distribution of Flash Flows according to Ports

To investigate the origin applications generating the flash flows, we aggregated the selected flash flows according to the port numbers, which is illustrated in Table 5. We explored the origin applications of these flows in accordance with the IANA port number list and simple testing on several end hosts. One interesting finding is that a large proportion of flash flows are concentrated on less than 50 different port numbers although being spread over the entire range of available port numbers (1 ~ 65535).

In the case of TCP flash flows, 76% of them use only ten different port numbers. The HTTP traffic generates the largest number of flash flows; however, it might have contained abnormal traffic by invalid use of port 80. A majority of them do not have their corresponding reverse flows. File sharing and instant messaging applications, such as eDonkey, V-Share and MSN, also generate a significant amount of flash flows in the network next to HTTP. What separates these newly emerging applications from HTTP is that they communicate with multiple peers to complete their services and rely on light-weighted and instant packets for their communication needs. Considering UDP flash flows, the flash flows over UDP are also spread over the entire range of port numbers with much higher hit counts than TCP. Because these ports are not registered at the IANA port list, it is not easy to discover their origin applications. The port number based application identification method has some limitation to determine these new UDP flows.

In this port number distribution, we observe some symptoms of network or host scanning from DoS/DDoS or the Internet worms. For example, we spotted a large amount of flash flows departing from or reaching to certain end hosts with a single port number and fixed packet size. Along with some P2P applications that we discovered, the abnormal traffic was one of the major causes generating large portions of flash flows.

6. Summary

The following are some findings about recent IP traffic generated in the campus network from the various flow-based analyses.

- The byte count and packet count of TCP traffic is much larger than those of UDP traffic. However, the flow count of TCP traffic is two times smaller than UDP traffic.
- Over 50% of flows are occupied by those with three packets, less than 500 byte size, and less than 1 second. Most of them are UDP flows. We call these short and small size flows, flash flows.
- Most flash flows are UDP flows. In our investigation, only 7.7% of TCP flows are flash flows, while 76.8% of UDP flows are flash flows.
- Flash flows mainly influence the time-of-day fluctuation in the number of concurrent TCP and UDP flows in time-series graph.
- Most flash flows are generated by peer-to-peer applications and some abnormal traffic such as DoS/DDoS attacks and Internet worms.

The flash flows may be less important in traditional traffic monitoring systems. The sampling mechanism introduced from the IETF PSAMP working group [13], sFlow [29], and the research result by C. Estan, et al. [14] remove the flash flows. However, these flows are vital in the newly emerging traffic analysis areas, such as P2P traffic analysis and abnormal traffic detection. As long as there is no strong reason to investigate all the flash flows in terms of accuracy, it is recommended that a flexible flow exporting scheme should be developed to improve the performance of traffic monitoring systems.
analysis systems. Therefore, we should decide how to handle these flash flows according to the purpose of traffic analysis and find a suitable method to reduce the number of flash flows without giving up the original purpose.

7. Concluding Remarks

A number of current systems for traffic monitoring and analysis focus on flow-based investigation. One of the key assets of these systems is to compress a significant amount of packet data into flows. However, the compression ratio is highly variable in the recent network environment due to the increasing use of P2P file sharing applications and the frequent appearances of abnormal traffic. In this paper, we studied the characteristics of the IP traffic from the perspective of flows and found that the flash flows with short time durations and small size are significant in the consideration of traffic analysis system performance.

It is not clear under what circumstances the flash flows should be taken into consideration or discarded by the network monitoring systems where they have different purposes. However, we believe that the different consideration on flash flows in the development of traffic analysis system should be taken according to the analysis purpose and this consideration will yield significant improvement in the system performance.

In future work, we plan to study the features of flash flows in more detail, such as application-level characteristics of flash flows and the behavior of flash flows of abnormal traffic. By conducting numerous experiments, we intend to develop an efficient method to handle flash flows for various purposes of traffic analysis. If we combine the flow property with other mechanisms (like clustered architecture and sampling method) we can develop an improved traffic analysis system.
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