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Abstract — QoS support for the Internet traffic becomes an important future requirement of various network devices such as routers and switches. Differentiated Services (DiffServ) is considered as an efficient feasible solution for providing different service characteristics to different classes of network users. IETF DiffServ working group has already defined a general architecture of DiffServ and is extending its detail features. Network vendors also start implementing DiffServ-enabled network devices. However, the management of DiffServ is not fully standardized yet. In paper, we present methods of traffic flow management in DiffServ networks. IETF DiffServ MIB has been analyzed and we have designed a DiffServ traffic flow management system.
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1. Introduction

Within the past decade, network environments become explosively widespread all over the world. As the Internet and the WWW expands its boundaries, the network traffic caused by data transfers over the Internet has also increased. The previous bandwidth, which was enough to carry text-based application data, is not sufficient anymore for the current multimedia and real-time network traffic flows.

As the increase rate of network bandwidth is quite slower than the increase rate of network usage, there are always bottleneck points where bandwidth is not enough for network users. In such situations every packet compete with each other to get the bandwidth and this results in packet loss, unexpected delay and jitter. However, Transmission Control Protocol (TCP) and Internet Protocol (IP) were originally designed in best-effort service model. They handle all packets with the same priority, first-come and first-served.

But the users’ requirement is changing. They want to get different service qualities for different types of services they obtain. Integrated Services (IS) with Resource reSerVation Protocol (RSVP) signaling is the first approaches to realize providing such services in the Internet [22, 26]. RSVP/IS attempts to provide per-flow QoS support assurances with dynamic resource reservation. A flow is defined by the 5-tuple consisting of source and destination IP address, transport protocol, and source and destination port. However, since RSVP/IS is relied on per-flow state and per-flow processing in every network nodes, it is very difficult to deploy RSVP/IS in large carrier networks like the Internet.

Differentiated Services (DiffServ) is an alternative approach to provide differentiated service qualities to different classes of users. DiffServ uses aggregation of traffics in each routing decision points. Type of Service (ToS) field is used for distinguishing these traffic aggregates. Since the ToS is much simpler than 5-tuple information, DiffServ implementation is easier than RSVP/IS and also more feasible solution [3, 9, 28]. DiffServ use administrative domain concepts. Within one domain, core routers forward traffics according to the ToS field of the traffic aggregates. Between two different domains, there are edge routers which perform classification of flows based on 5-tuple information like RSVP/IS. Since the edge routers mark the ToS field on the incoming traffics, core routers do not need to handle complex information on traffics. The basic architecture of DiffServ is further explained in Section 2.

Though IETF DiffServ working group has defined several standards in DiffServ, management of DiffServ is not fully standardized yet. Current standards have defined only the operational aspects of DiffServ. When deploying DiffServ in network nodes various management functions are needed to control a large number of DiffServ nodes remotely. From the management point of view, network element management, network management, and service management need to be defined.

In this paper, we have constructed an SNMP management framework for managing DiffServ. IETF DiffServ working group has defined DiffServ MIB for managing DiffServ-enabled network devices. Based on this MIB, we have developed an SNMP agent system that operates in Linux-based DiffServ routers. Also we have developed a Web-based DiffServ manager that provides easy-to-use interfaces running in any Web browser.

The rest of this paper is organized as follows. Section 2 explains the architecture of differentiated services proposed by IETF. Section 3 presents the design of a DiffServ management system. Section 4 describes the detailed implementation on Linux systems and Section 5 summarizes our work and discusses possible future work.
2. Architecture of DiffServ

IETF DiffServ working group has defined the basic architecture of DiffServ. In this section, we summarize current standards and investigate several open issues.

2.1. General Concepts of DiffServ

DiffServ proposes a basic method to differentiate set of traffics among network nodes. The method is based on a simple model where traffic entering a network is classified and possibly conditioned at the boundaries of the network, and assigned to different behavior aggregates. Each behavior is identified by a single Differentiated Services Code Point (DSCP).

DSCP is the most-significant 6 bits from the IPv4 Type-Of-Service (ToS) octet or IPv6 traffic class octet. This 6-bit field indicates how each router should treat the packet. This treatment is called a Per-Hop Behavior (PHB). PHB defines how an individual router will treat an individual packet when sending it over the next hop through the network. Being 6 bits long, the DSCP can have one of 64 different binary values.

Four overall types of PHBs have been defined as standards so far [9, 10, 13, 14]. They are default, class-selector, Assured Forwarding (AF), and Expedited Forwarding (EF). Table 1 summarizes the standard PHBs and DSCP values.

<table>
<thead>
<tr>
<th>PHB Name</th>
<th>DSCP</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>000000</td>
<td>best-effort (RFC 1821)</td>
</tr>
<tr>
<td>Class-selector</td>
<td>xxxx00</td>
<td>7 classes (RFC 2474)</td>
</tr>
<tr>
<td>AFxy</td>
<td>xxxxxy</td>
<td>4 classes with 3 drop probabilities (RFC 2597)</td>
</tr>
<tr>
<td>EF</td>
<td>101110</td>
<td>no drop (RFC 2598)</td>
</tr>
</tbody>
</table>

The following Figure 1 illustrates a detailed architecture of DiffServ-enabled networks.
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**Figure 1 : General DiffServ Architecture**

DiffServ-enabled network nodes handle classes of network packets differently by using the DSCP values in the packet header within an administrative domain. DS domain is a contiguous set of DiffServ-enabled nodes which operate with a common service provisioning policy and set of PHB groups implemented in each node. There are two kinds of DiffServ nodes in a DS domain. Edge routers are located at the boundary of the DS domain and classify and possibly condition ingress traffic to ensure that packets which transit the domain are appropriately marked to select a PHB from one of the PHB groups supported within the domain. Internal routers, called core routers, only check the DSCP values of forwarded packets and perform predefined PHB actions on the packets. It requires no per-flow state in backbone and trunk routers. This internal behavior saves times and resources for providing different service qualities to different classes of users.

2.2. Components

A DiffServ-enabled network node needs to have several components for handling DiffServ [11, 12]. Figure 2 explains five components of DiffServ architecture: classifier, meter, marker, shaper, and dropper.

![Basic Traffic Control Block of DiffServ](image)

**Figure 2 : Basic Traffic Control Block of DiffServ**

A classifier selects network packets in a traffic stream based on the content of some portion of the packet header. There are two types of classifiers, Behavior Aggregate (BA) classifier based on the DiffServ values and Multi-Field (MF) classifier based on the value of a combination of 5-tuple information.

A meter measures the temporal properties of the stream of packets selected by a classifier. It passes state information to other conditioning actions to trigger a particular action for each packet.

A marker sets the DSCP of a packet and a shaper delays some or all of the packets in a traffic stream in order to bring the stream into compliance with a traffic profile. A dropper discards some or all of the packets in a traffic stream in order to bring the stream into compliance with a traffic profile.

2.3. Current Open Issues

There still remain a lot of things to be done in DiffServ architecture [3, 28]. The following issues are currently researched.

- **Network management**

  The current DiffServ architecture concerns only how to operate with the DSCP and PHB in each network node. There are not enough so-called FCAPS management issues in standards. Recently IETF DiffServ working group proposes an SNMP MIB definitions for DiffServ network nodes.

- **End-to-end flow management**

  DiffServ network nodes handles traffic without any interaction with neighbor nodes. Though this simplifies functions of a network node, no interaction sometimes makes it difficult to understand the end-to-end flow behaviors. In order to control the end-to-end traffic characteristics in one domain, a kind of overall control
function is needed.

- Integration with the policy framework

Common Open Policy Service (COPS) protocol in the IETF policy framework has been proposed for flexible and configurable control of network nodes [23, 24]. Integrating the policy framework in Integrated Services and DiffServ is being researched recently.

In this paper we focus on adding network management functionality in the current DiffServ architecture. We have designed a DiffServ management system in SNMP management framework.

3. Design of a DiffServ Management System

In this section, we present the detailed design processes of a DiffServ management system in the SNMP framework. First the IETF DiffServ MIB is analyzed from the operational viewpoint. And then the requirements of a DiffServ management system are listed, and finally, the design architecture of our system is described.

3.1. DiffServ MIB

IETF DiffServ working group currently suggests an SNMP Management Information Base (MIB) for the DiffServ architecture [5]. The MIB is designed following the DiffServ implementation conceptual model [20]. Table 2 summarizes six object tables defined in the DiffServ MIB.

<table>
<thead>
<tr>
<th>Table Name</th>
<th># of Objects</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate</td>
<td>1</td>
<td>DSCP value</td>
</tr>
<tr>
<td>MClassifier</td>
<td>13</td>
<td>multi-field classification value</td>
</tr>
<tr>
<td>Classifier</td>
<td>8</td>
<td>classifier list</td>
</tr>
<tr>
<td>TB Meter</td>
<td>6</td>
<td>token-bucket meter value</td>
</tr>
<tr>
<td>Action</td>
<td>15</td>
<td>mark / count / drop</td>
</tr>
<tr>
<td>Queue</td>
<td>7</td>
<td>priority queue</td>
</tr>
</tbody>
</table>

Each table contains several MIB objects that configure, monitor, and modify DiffServ characteristics in a network node. By controlling these object values via SNMP, SNMP managers can manage DiffServ-enabled network nodes.

The DiffServ table entries are linked each other with the RowPointer textual convention. RowPointer object is used for pointing an entry in the same or different table [2]. A TCB consists of a number of different classifiers, meters, actions, and queues. The DiffServ MIB represents a TCB as a series of table entries linked by RowPointers. With this scheme a lot of different TCBs can be represented in the six tables efficiently. For example, several TCBs have the same BA and MF classifiers, the same actions or meters on the same queues. Thus the same parameters need not to be defined separately. The current MIB design provides parameter sharing for different TCBs. If the DiffServ MIB defines a TCB table contains entries for all the TCBs, the size of table would be much more than the sum of the current six table entries. Figure 3 shows the linked relationship of six tables in the DiffServ MIB.

![Figure 3: MIB Table Relationship](image)

All the TCB pointers in a DiffServ network node are contained in the classifier table. From this table entry the TCB configuration linked list starts. Each entry in the classifier table has two RowPointer objects, MatchObject and Next. MatchObject points either an Aggregate table entry or an MClassifier table entry and Next points either a TMeter table entry or an Action table entry. TMeter table entry is used for determining the conformance of packet flows and the next TCB component is chosen on the fact whether the current packet flow succeeds in or fails for the meter parameters. When succeeded the packet flow is sent to the appropriate Action or Queue table entry, and when failed the packet flow is sent to another Meter table entry or the appropriate Action table entry. Action and Queue table entry has a pointer to the next TCB classifier and this closes a TCB configuration.

3.2. Requirements of a DiffServ Management System

For developing a DiffServ management system, we have analyzed requirements of a DiffServ management system. The followings are selected requirements.

- Management in the SNMP framework

SNMP is considered as a standard management framework for Internet management. In order to simplify the system, we have chosen the SNMP framework for our management system. The IETF DiffServ MIB is the key management information in the SNMP framework.

- Web-based management interfaces

We have adopted Web-based management interfaces for our management system. Since Web browsers are ubiquitous, easy-to-use, and platform-independent, the management interfaces running in Web browsers provide cost-effective, portable, and convenient interfaces to human managers.

- Remote configuration provisioning

When DiffServ is deployed in an organization, there might be lots of DiffServ-enabled network nodes working together in the organization’s backbone network. A DiffServ management system is able to configure numbers of DiffServ nodes remotely.

- Metering and status monitoring

Network traffic changes its characteristics dynamically. In order to make DiffServ nodes to be cope with the dynamic traffic variations, a DiffServ management system needs to
have real-time metering and status monitoring functionality. Periodic SNMP polling and history keeping should be performed in a DiffServ manager. Further, graphical representation of status changes is also needed. Based on the results, a DiffServ management system decides to modify configurations of a set of DiffServ nodes.

- **End-to-end flow management**

A DiffServ flow is defined as a traffic flow with the same DSCP value in a DS domain. There is a set of different DiffServ flows coming in and out in a DS domain. However, as described in the previous section, DiffServ nodes do not interact with each other to keep end-to-end statistics of each DiffServ flow. From the management point of view, the end-to-end characteristics of DiffServ flows are important because the network service quality is determined by the end-to-end performance parameters, not by the individual performance parameters in each DiffServ node. Therefore, a DiffServ management system is able to summarize performance parameters of each DiffServ node and report the end-to-end DiffServ flow characteristics.

### 3.3. Design Architecture

We have designed a DiffServ management system satisfying the previous requirements. The architecture consists of three distinct layers as depicted in [Figure 4](#). The three-tier architecture includes a network management system client running in a Web browser, a network management system server containing a Web server and DiffServ manager, and a network element performing DiffServ routing and SNMP management.

![Design Architecture of the DiffServ Management System](image)

**Figure 4 : Design Architecture of the DiffServ Management System**

The NMS server is the central server for managing a set of DiffServ routers and providing management interfaces to a set of Web browsers. The Web server located in the NMS server layer has a role to provide a Web-based management interfaces in Web browsers. The integration with Web server and DiffServ manager can be achieved in various ways such as a basic HTML file access method, a Common Gateway Interface (CGI) method, and a Java application method.

The DiffServ manager performs three high-level DiffServ management functions – configuration management, metering and monitoring, and flow management. The management database for storing and retrieving additional information other than the DiffServ MIB is needed in order to provide high-level DiffServ management functions. At the bottom of the DiffServ manager, an SNMP communicates with a set of SNMP agents running in different DiffServ routers within a DS domain.

Three high-level DiffServ management functions performs sophisticated and extended management functions for providing value-added management operations to users. Configuration management function performs remote configuration provisioning. Every DiffServ parameter is determined and enforced via the configuration management function. Metering and monitoring function periodically observes the status of DiffServ routers and compares the results with predefined desirable performance metrics. Such conformance test results are necessary for modifying DiffServ router behaviors in the configuration management function. The flow management function summarizes all the DiffServ flows in a DS domain and provides the end-to-end DiffServ flow characteristics. The function collects DiffServ flow information from every DiffServ router and constructs an overall end-to-end parameters of each DiffServ flow. The parameters are useful for understanding quality of network services.

The DiffServ routers are managed network elements in the design architecture. A DiffServ router contains a routing core module for controlling a set of TCBs that execute packet forwarding according to various DSCP values and an SNMP agent module for handling SNMP manager requests for the DiffServ MIB. System-dependent APIs are used for connecting the SNMP agent module and the routing core module. The values of DiffServ MIB variables are determined by specific system-dependent system calls. The methods of retrieving and setting DiffServ parameters in the routing core module need not be the same among different implementation architectures.

Within a DS domain there might be lots of both DiffServ routers and DiffServ management clients interworking with each other. The three-tier architecture has advantages in such network management environments. One centralized DiffServ manager controls a set of DiffServ routers while providing management interfaces to a set of management clients at the same time. However, by separating the management user interfaces from the manager itself, the DiffServ manager is able to concentrate on the management functions and thus the performance of the DiffServ manager can be improved. To address the scalability problem, the three-tier architecture can be easily extended to support distributed management functionality with multiple DiffServ managers located in the middle layer. Obviously, there must be a concrete way of combining the multiple DiffServ managers in this case.

### 4. DiffServ Traffic Flow Management

In this section, the management issues for the traffic flow management is elaborated and detailed management methods are proposed.
4.1. Issues for Traffic Flow Management

A DiffServ traffic flow is defined as a sequence of packets that has the same DSCP value in DiffServ networks. The DiffServ traffic flow is important when we consider the end-to-end quality of services of a certain network application. Since the current DiffServ model handles each DiffServ router independently, there is no network view in the IETF architecture.

However, when managing DiffServ networks, network administrators need to have a consistent network view of DiffServ backbone networks for monitoring end-to-end service qualities. The followings are items that should be handled in traffic flow management.

- Configuration and provisioning
  Initially, all the DiffServ routers should be configured and provisioned to support network traffic flows. Setting and changing PHB parameters and routing parameters in DiffServ routers should be performed in traffic flow management system.

- Traffic flow topology
  The easiest way of understanding flow-like objects is to draw their connectivity topology in graphical ways. Traffic flow management is basically able to discover topology among a set of DiffServ routers automatically and draw the topology in consistent graphical notations. Also the information of active traffic flows that runs through DiffServ routers at a given time need to be collected and kept for management operations.

- End-to-end traffic performance monitoring
  In order to manage the quality of services, performance of each traffic flow should be monitored. Performance parameters such as bandwidth consumption, throughput, drop rate, and queuing delay are calculated in each DiffServ router independently. To create the end-to-end traffic flow performance, the performance parameters from each DiffServ routers are collected and combined with proper calculations of parameters.

- Traffic flow path control
  From the topology and performance information, network administrators might find problems in their DiffServ networks. There might occur bottleneck points and congestion in a certain router. In this situation, the network administrators can change the path of traffic flows that causes such problems. Rerouting of traffic paths, blocking unimportant traffic flows, detouring time-independent traffic flows are possible remedies.

4.2. Solution for Traffic Flow Management

In order to achieve several management issues discussed in the previous subsection, traffic flow management system need to collect both PHB parameters and routing tables from DiffServ routers. The detailed steps for organizing traffic flow management services are described in Figure 5.

![Figure 5: Solution Steps for Traffic Flow Management](image)

Though the general DiffServ architecture does not concern about routings, traffic flow management need to know the routing information for maintaining traffic flow topology. Collected information should be analyzed and combined to provide network view to administrators. Detailed calculation methods are currently under research.

The outputs of traffic management system are traffic flow topology and end-to-end traffic performance parameters. By using these outputs, SLA monitoring, provisioning and planning of DiffServ networks, and better customer service is possible.

4.3. Traffic Flow Management System

The proposed module diagram of the traffic flow management system is depicted in Figure 6. There are three manager modules, configuration manager, flow topology generator, and resource manager, and three databases, routing database, flow topology database, and flow performance database.

![Figure 6: Architecture of a Traffic Flow Management System](image)
resource consumption status. Configuration manager initially configure DiffServ networks and modifies the configuration according to user’s requests or automatic detection of problems.

5. Conclusion and Future Work

Differentiated Services (DiffServ) is a promising solution for providing QoS support in the Internet. Although the operational architecture has been standardized from IETF, the management architecture is not yet fully standardized and needs to be refined and extended. In this paper we have proposed a way of managing DiffServ in the SNMP framework. We have designed and developed a DiffServ agent system working in Linux platform and a Web-based manager system which manages DiffServ agent systems. Management interfaces running in any Web browser enable users to control DiffServ routers conveniently.

In order to improve the functionality of our system, we are working on the following topics [4].

Performance evaluation of our management system needs to be considered. Because general DiffServ routers handle a huge amount of high-speed traffics, the DiffServ agent must not affect the routing performance of the DiffServ routers. A DiffServ management system needs to be implemented to minimize performance degradation factors.

Integrating with the policy framework is highly recommended. To simplify the system, we have excluded the policy management features in this paper, however, the policy framework needs to be integrated with the current SNMP framework for flexible and intelligent configuration and adaptation of DiffServ routers. Future work includes studying meta-information model for policy representation and designing policy operational modules.

And finally, there are already several proprietary implementations of DiffServ routers from hardware vendors. We have plans to integrate our system with commercial products so that our system will be a feasible solution for managing DiffServ in the next Internet structure.
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