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57 ABSTRACT

The present invention relates to a technique in which
demand prediction of resources of virtual network functions
(VNFs) that provide a core technology in a network virtu-
alization environment is performed using machine learning
technology. In the present invention, in order to predict VNF
resource information, not only are the resources of the VNFs
as data but also information of surrounding VNFs that are
directly or indirectly related are used, and prediction is
possible even in a dynamically changed network environ-
ment. In addition, service function chain (SFC) data among
various pieces of network information is used to reduce a
time required for machine learning according to a size of an
entire network.

9 Claims, 6 Drawing Sheets
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1
METHOD OF PREDICTING DEMAND OF
VIRTUAL NETWORK FUNCTION
RESOURCES TO WHICH MACHINE
LEARNING IS APPLIED

CLAIM FOR PRIORITY

This application claims priority to Korean Patent Appli-
cation No. 10-2018-0146500 filed on Nov. 23, 2018 and No.
10-2019-0026890 field on Mar. 8, 2019 in the Korean
Intellectual Property Office (KIPO), the entire contents of
which are hereby incorporated by reference.

BACKGROUND
1. Technical Field

Example embodiments of the present invention relate to a
technique for predicting resources of virtual network func-
tions, and more specifically, to a method of predicting
demand of virtual network function resources to which
machine learning is applied, in which various machine
learning techniques are used so that demand for virtual
network function resources is predicted from resource infor-
mation of a service function chain.

2. Related Art

Network management according to the related art is
entirely dependent on a person’s judgment and thus profes-
sional operation and management personnel with expertise
in network management are required. Therefore, there are
problems in that it costs a great deal of money to maintain
the professional operation and management personnel and
more expertise and costs are required as the network
becomes more complex.

Recently, in order to address the problems, many attempts
are being made to automate operation and management by
introducing machine learning technology to network man-
agement. The most important part of the network manage-
ment is efficient management of network resources, which
results in an issue of accurately predicting and managing
demand for resources of various virtual network functions
(VNFs) used to provide services in a virtual network.
Currently, a technique for predicting demand for resources
of VNFs using machine learning in an early stage and thus
there is a problem in that accuracy of the prediction is not
high. It is determined that this is because the overall knowl-
edge in which machine learning is applied in the prediction
of the VNFs is still lacking and information used to predict
the demand for the resources of the VNFs and a machine
learning model applied to the prediction are not appropriate.

The conventional technique proposed for predicting
demand for resources of a network includes a technique for
using resource information of an individual VNF. However,
in the conventional technique, environmental information
including information of other surrounding VNFs or overall
network information is not considered and thus the accuracy
is low, and when a dynamic change in environment occurs
in which a new VNF is added to the network or the existing
VNF is removed, the resource information of each VNF
should be recollected and relearned.

In addition, in the conventional technique, since the
resource information of each VNF is used to predict demand
for the network resources, as many machine learning models
as the number of VNFs are needed.
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2
SUMMARY

Accordingly, example embodiments of the present inven-
tion are provided to substantially obviate one or more
problems due to limitations and disadvantages of the related
art.

Example embodiments of the present invention provide a
technique in which data for a service function chain (SFC)
is used and a new model is used to address the machine
learning problems in order to implement a virtual network
function (VNF) resource prediction model based on machine
learning with high accuracy in a virtualized network envi-
ronment.

Example embodiments of the present invention also pro-
vide a technique in which demand prediction of resources of
an individual VNF is performed using machine learning on
the basis of detailed resource data of other VNFs forming an
SFC and labeling data is used for demand prediction of
resources of a target VNF.

Example embodiments of the present invention also pro-
vide a technique in which network configuration and man-
agement functions, such as VNF auto scaling, VNF deploy-
ment, VNF migration, a VNF SFC, and the like may be
performed using machine learning by accurately predicting
demand for resources of VNFs.

In some example embodiments, a method of predicting
demand of virtual network function (VNF) resources to
which machine learning is applied, which includes (a) a step
of defining feature data representing features of data to be
used for machine learning and applying a long short term
memory (LSTM) as a model of the machine learning, (b) a
step of defining a target dependent LSTM model in which
different types of data are input into the LSTM according to
a target and performing attention learning for learning at
least one piece of data affecting a learning model result
among all feature data sets, (c) a step of learning an
association between at least one piece of data and a target
VNF using aspect embedding during the attention learning,
(d) a step of additionally using auxiliary data in addition to
main data when resource information of the target VNF is
predicted based on resource information of a plurality of
VNFs in a service function chain (SFC), and (e) a step of
generating a final result value by combining a result value
obtained by attention with a result value obtained from a last
LSTM cell, among result values of the resource prediction
obtained using a series of learning processes.

BRIEF DESCRIPTION OF DRAWINGS

Example embodiments of the present invention will
become more apparent by describing example embodiments
of the present invention in detail with reference to the
accompanying drawings, in which:

FIG. 1 is a flowchart of a method of predicting demand of
resources of virtual network functions (VNFs) to which
machine learning is applied according to an example
embodiment of the present invention;

FIG. 2 is an image showing a data flow of a method of
predicting demand of resources of VNFs to which machine
learning is applied according to an example embodiment of
the present invention;

FIG. 3 is an image showing a service function chain
(SFC) in a VNF environment according to an example
embodiment of the present invention;

FIG. 4 is a diagram of a format of feature data according
to an example embodiment of the present invention;
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FIG. 5 shows block diagrams illustrating a long short-
term memory (LSTM) and a target dependent LSTM
according to an example embodiment of the present inven-
tion; and

FIG. 6 is a diagram of a structure of a content and aspect
embedding attentive target dependent LSTM (CAT-LSTM)
according to an example embodiment of the present inven-
tion.

DESCRIPTION OF EXAMPLE EMBODIMENTS

While the present invention is susceptible to various
modifications and alternative forms, specific embodiments
thereof are shown by way of example in the drawings and
will herein be described in detail. It should be understood,
however, that there is no intent to limit the present invention
to the particular forms disclosed, but on the contrary, the
present invention is to cover all modifications, equivalents,
and alternatives falling within the spirit and scope of the
present invention. Like numbers refer to like elements
throughout the description of the figures.

It will be understood that, although the terms “first,”
“second,” etc. may be used herein to describe various
elements, these elements should not be limited by these
terms. These terms are only used to distinguish one element
from another. For example, a first element could be termed
a second element, and, similarly, a second element could be
termed a first element, without departing from the scope of
the present invention. As used herein, the term “and/or”
includes any one or any combination of the plurality of
associated listed items.

It will be understood that when an element is referred to
as being “connected” or “coupled” to another element, it can
be directly connected or coupled to another element or
intervening elements may be present. In contrast, when an
element is referred to as being “directly connected” or
“directly coupled” to another element, there are no inter-
vening elements present.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the present invention. As used herein, the sin-
gular forms “a,” and “an” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprise,”
“comprising,” “include,” and/or “including,” when used
herein, specify the presence of stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, integers, steps, operations, elements, components,
and/or groups thereof.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which this invention belongs. It will be further understood
that terms, such as those defined in commonly used diction-
aries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant
art and will not be interpreted in an idealized or overly
formal sense unless expressly so defined herein.

Network virtualization technology is technology in which
a virtual network is generated for each of a plurality of users
on a physical network infrastructure used in common and
thus is used independently. Network virtualization may be
implemented in various ways, but recently, many studies are
being conducted to realize network virtualization by utiliz-
ing a software defined networking (SDN) paradigm.
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SDN may be one step forward from the conventional
hardware-based networking approach and allow an admin-
istrator to program the network itself and may provide
benefits of agility, elasticity, and flexibility in a dynamic
network environment on the basis of the above fact.

In the present invention, machine learning is used to
accurately predict and manage demand for resources of
various VNFs used to provide services in a virtual network.
Here, the machine learning refers to a method in which
computer software can address problems by self-learning a
given environment based on data without human help, and
is largely classified into supervised learning, unsupervised
learning, and reinforcement learning. Recently, in the
machine learning, deep learning techniques, which are simi-
lar to human judgment by abstraction using various nonlin-
ear transformation techniques, have been applied to the
supervised learning, the unsupervised learning, and the
reinforcement learning, thereby significantly improving per-
formance.

In the network virtualization technology, costs of building
a network for each user may be reduced by sharing physical
network resources, and a network administrator may
dynamically change a configuration of the network accord-
ing to a purpose of use.

However, in the network virtualization technology, even
when the network management may be handled dynami-
cally, a process of direct determination and management by
a human is the same and incurs time costs so that benefits of
the network virtualization are not maximized.

Recently, in order to address such a problem, there is an
attempt to develop a technique in which a network learns by
itself and dynamically handles management without human
help by introducing the machine learning technology.

A main and essential issue in virtual network management
is optimizing resource management.

In a virtual network environment, devices that provide
services are referred to as virtual network functions (VNFs),
and the case in which multiple VNFs are sequentially
connected to handle one service is referred to as a service
function chain (SFC). The resource management optimiza-
tion problem is to dynamically allocate appropriate
resources by estimating demand for resources of VNFs in
such an SFC environment, which aims to reduce network
operation costs while preventing service interruption.

The present invention relates to a method of effectively
predicting demand of resources of each VNF from resource
information of an SFC using various machine learning
techniques.

In the present invention, a content and aspect embedding
attentive target dependent long short-term memory (CAT-
LSTM) method is proposed in which a structure of an
LSTM, which is a type of recurrent neural network (RNN)
widely used in machine learning, is changed using attention
and embedding techniques. Using this model, the accuracy
of the demand prediction of VNF resources may be
increased and the time spent learning may be reduced.

In the present invention, a feature is proposed in which
machine learning is applied to predict demand for resources
of VNFs which provides a core technology in a network
virtualization environment. More specifically, in the present
invention, an overall process for predicting of the VNF
resources using machine learning and a new optimized
model are proposed.

Hereinafter, exemplary embodiments of the invention will
be described in more detail with reference to the accompa-
nying drawings. In order to facilitate overall understanding
of the invention, like reference numerals in the drawings
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denote like elements, and thus the description thereof will
not be repeated. Hereinafter, the exemplary embodiments of
the present invention will be described in detail with refer-
ence to the accompanying drawings.

FIG. 1 is a flowchart of a method of predicting demand of
resources of VNFs to which machine learning is applied
according to an example embodiment of the present inven-
tion.

Referring to FIG. 1, the method of predicting demand of
the resources of the VNFs to which machine learning is
applied according to the present invention includes classi-
fying and defining feature data to be used for the machine
learning (S1), applying an LSTM as a model of the machine
learning (S2), defining a target dependent LSTM model
(S3), learning by assigning an attention parameter to the
feature data (S4), learning which VNF is closely related to
a target VNF while performing attention learning (S5),
additionally using auxiliary data in addition to main data
when resource information of the target VNF is predicted
based on resource information of VNFs in an SFC (S6), and
generating a final result value by combining a result value
obtained by the attention with a result value obtained from
a last LSTM cell among result values of the resource
prediction obtained by the learning process (S7).

In the present invention, in order to accurately predict
demand for the resources of the VNFs, data of the SFC is
also used instead of considering only one piece of data of the
VNF. The VNFs are deployed on a virtual machine (VM) by
implementing functions of the existing network devices in
software in a virtual network environment. As shown in FIG.
3 to be described below, the VNFs do not act as one function,
and several VNFs are sequentially connected as one SFC to
provide a service. The VNFs that constitute the SFC are
connected to several VNFs in order to provide one service.
Because of the above feature, the VNF's affect each other’s
resources and operating states.

The data definition operation S1 is an operation of clas-
sifying and defining feature data representing features of
data to be used for the machine learning. The data definition
operation S1 will be described below in detail with reference
to FIGS. 2 to 4.

FIG. 2 is an image showing a data flow of the method of
predicting demand of the resources of the VNFs to which
machine learning is applied according to the example
embodiment of the present invention.

Referring to FIG. 2, in the present invention, using
machine learning, supervised learning may be performed
using feature data representing features of data and labeling
data used as a classification criterion (correct answer) for the
data.

More specifically, in the present invention, by receiving
the feature data and the labeling data and then performing
the machine learning to identify a relationship between the
feature data and the labeling data, a corresponding labeling
value may be generated as a result value when new feature
data is received as an input value.

In the conventional technique in which supervised learn-
ing is used for the VNF resource demand prediction, an
RNN and pieces of time series data for each VNF are used
for learning.

Meanwhile, in the present invention, an RNN and data
which connect a plurality of VNFs constituting an SFC are
used for learning. Such a process may be a preprocessing
process for using a target dependent LSTM (TD-LSTM)
which will be described below.
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FIG. 3 is an image showing an SFC in a VNF environment
according to the example embodiment of the present inven-
tion.

Referring to FIG. 3, feature data includes an SFC in which
a plurality of VNF's are sequentially connected to handle one
service. Here, the SFC may include various types of func-
tions such as a firewall, an intrusion detection system (IDS),
a load balancer, and the like.

Further, the feature data includes network state informa-
tion and resource state information between individual
VNFs in the SFC and information of a VM in which the
VNFs are installed.

FIG. 4 is a diagram of a format of feature data according
to an example embodiment of the present invention.

Referring to FIG. 4 and Table 1 below, the feature data
may be defined by being classified into three types of data,
namely, target data, VNF data, and content data.

TABLE 1

Data Contents of Use Detailed Contents

Target Aspect embedding
(Attention Layer)
LSTM separation
(Target dependence)

LSTM input value

Unique number of VNF for which
resource prediction is to be made
(each VNF has a unique number
that does not overlap)

Resource information of VNFs
present in SFC

CPU usage

VNTF memory usage

VNF disk usage

VNF network packet traffic
Resource information of VMs
OS system resource usage

input and output usage information
number of started processes
process system resource usage
etc.

Network information

network service type

network topology type

network traffic type

SFC information

SFC type

SFC chain length

previous time state information
etc.

Content Content embedding

(LSTM input value)

More specifically, the target data has a unique number of
a target VNF, and the VNF data includes the VNF resource
information including CPU usage, memory usage, disk
usage, and network packet traffic of each VNF and VM
resource information including OS system resource usage,
input and output usage information, the number of started
processes, process system resource usage, and the like. Here,
the VNF resource information and the VM resource infor-
mation may include on how much system resources are
allocated to each VNF and how and how much of the
allocated resources are consumed. Further, the content data
has network information and SFC information, the network
information has information of a type, a topology type, and
a traffic type of a current network service, and the SFC
information has a type and chain length of the SFC and a
state information at a previous time.

In the machine learning according to the present inven-
tion, the supervised learning is performed using relationship
information of the network without relying on data for each
time, but the SFC resource information or the VNF resource
information at the previous time is included in the content
data and thus performance may be additionally improved.

In the present invention, labeling data is provided in the
form of a qualitative indicator and quantitative indicator.
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In an example embodiment, the labeling data may provide
determination information about a state of a resource as a
qualitative indicator. For example, the determination infor-
mation provides insufficient, proper, or excess information.
Accordingly, the state of the resource, which is a result value
of machine learning, is classified into an insufficient state, a
proper state, and an excess state and returned, and thus the
labeling data may be easily applied to a network manage-
ment module such as VNF migration, VNF distribution, and
the like as compared to the conventional technique for
returning specific resource state data of the VNF.

In particular, the labeling data in the present invention,
which is provided as the qualitative indicator, may effec-
tively transfer the information when a state of a problem
caused by lack of resource usage management is displayed
or when the resource usage may not be explained only using
the quantitative numerical values of the individual VNFs.

According to another example embodiment, the labeling
data provides the state information of the resource as a
quantitative indicator.

In other words, the quantitative indicator of the labeling
data of the present invention expresses actual resource usage
for each VNF as a numerical value and may solve the issue
of generation of a boundary value, which is a problem of the
qualitative indicator.

More specifically, the labeling data expressed as the
quantitative indicator may be classified more precisely by
expressing a boundary value between two states generated
when classifying the state of network resource as a specific
value, and detailed usage numerical information may be
provided.

Data to be used in the machine learning of the present
invention is as shown in the above Table 1, and the data
includes overall VNF resource information of the SFC to
which the target VNF belongs, content data to be used as
additional information, a unique number of a target VNF,
and a labeling value.

Further, the input data to be used in the machine learning
is collected using a program such as CollectD in the network
environment, and a preprocessing process is performed on
the input data in order to adjust lost values or error values
before being used in the machine learning. In this process,
the user may set additional detailed conditions by placing
arbitrary restrictions on the length or unique information of
the SFC to be learned, and the machine learning may be used
to learn all the SFCs or only some SFCs according to the
conditions.

Referring to FIG. 2 again, in the whole learning, two types
of data sets, such as a train set and a test set, are required.
The train set is used for a model to learn, and the test set is
used to calculate the accuracy by being actually applied to
the model. The train set is a set of all the data mentioned
above and the test set generates a labeling value as a result
value used by all the data except the labeling value. In order
to avoid an overfitting problem for each of the sets, a dropout
for discarding some data values is used, and a value of 0.9
is equally assigned so that 10% of data values are not used.
In the present invention, gradient learning is performed in
units of 64 data sets using mini-batch, which is a method of
using only some pieces of all data in one learning iteration,
without using full-batch, which is a method of using all data
in one learning iteration for the data set.

The LSTM application operation S2 is an operation of
applying an LSTM as a model of machine learning, which
is an operation of applying an LSTM having a form in which
a cell state is added to a hidden state of an RNN in order to
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8
overcome the disadvantages of the RNN. The LSTM appli-
cation operation S2 will be described below in more detail
with reference to FIG. 5.

FIG. 5 shows block diagrams illustrating an LSTM and a
target dependent LSTM according to an example embodi-
ment of the present invention.

Referring to FIG. 5, the machine learning model used in
the present invention may be a neural network model, which
may be implemented using machine learning tools (e.g.,
Keras, Tensorflow, Pytorch, etc.). The neural network is a
method of machine learning while input data passes through
a neural layer like human nerves transmit signals. A method
in which an LSTM, which is a type of RNN, is improved is
used as the machine learning model. The RNN is one of
neural network models and is a model that enables data to be
learned while circulating inside a layer, rather than moving
unidirectionally from one layer to another layer, like a feed
forward neural network (FNN). A structure of such a model
has an effect that each layer has a memory, which aids to
utilize a relationship between pieces of data. That is, in a
general neural network, pieces of input data are assumed to
be independent. However, in an RNN, previously input data
affects later input data, which results in more accurate
learning results for pieces of data having a relationship. The
LSTM has a form in which a cell state is added to a hidden
state of the RNN, which is represented by Equation 1.

[Equation 1]

]

X =

Xt

fi=0Ws-X +byf)

i =0(W- X +by)

or=0(Wo-X +b,)

¢ = fi Ocy + i Otanh(W, - X + b,)
h, = o, ©tanh(c,)

W;WfWo [S RdXZd, b;, bf, bo [S Rd
o Sigmold function

©: Hadamard product for elemental multiplication

Referring to Equation 1, W,, W, W_, W,, W, and W and
b, bs b,, b, by and b, are weight matrices and biases,
respectively, and are parameter values of forget, input,
output gates of the LSTM. Since the LSTM has the form as
shown in Equation 1 above, when the RNN becomes far
from a distance between the data used for the current
machine learning and the data used for the previous machine
learning, a problem (vanishing gradient problem) in which
a back propagation gradient decreases may be addressed.

In the machine learning model proposed in the present
invention, 100 dimensional values are allocated to the
resource information of the VNFs provided as input values,
and 100 hidden layers are allocated to the LSTM so that the
result value also has 100 dimensional values. In the machine
learning model, sizes of parameters used for the machine
learning are changed correspondingly according to a size of
a dimension. For example, in the machine learning model,
the sizes of the parameters increase as the size of the
dimension increases.

Referring to FIG. 1 again, the target dependent LSTM
definition operation S3 is an operation of defining a target
dependent LSTM model in which different types of data are
input to the LSTM according to a target in order to address
the problem of using the LSTM as the learning model of the
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present invention. The target dependent LSTM definition
operation S3 will be described below in more detail with
reference to FIG. 6.

FIG. 6 is a diagram of a structure of a CAT-LSTM
according to an example embodiment of the present inven-
tion.

Referring to FIG. 6, a target dependent LSTM model
using attention, aspect, and content embedding technology is
used as the machine learning model of the present invention.
In the conventional method of predicting demand of VNF
resources, a model predicts resource usage by learning
resource data of each of the VNFs. For this reason, in the
conventional method of predicting demand of the VNF
resources, there is a disadvantage in that learning for pre-
dicting resource usage of an added VNF is additionally
performed whenever a new VNF is added to the network.

Further, in the conventional method of predicting demand
of the VNF resources, since the model learns using only the
resources of the VNF's, there is a disadvantage in that, when
the network state is changed, such as the case in which the
configuration of the SFC is changed, the changed data
should be collected and newly learned.

Meanwhile, in the machine learning model of the present
invention, since the SFC as well as the resource data of the
VNF's are used as the input data, it is possible to predict the
resource usage of the network which is actually changing
dynamically.

As in the related art, when the machine learning using
SFC information is performed in units of individual VNFs,
the labeling value corresponds to the entire feature data of
the SFC, and thus there is a problem in that the machine
learning about the relationship with the VNF to be targeted
is relatively insufficient. Therefore, the machine learning
according to the related art has a disadvantage in that
performance is lowered. The above disadvantage will be
described below in more detail with reference to FIG. 5 and
Tables 2 to 4 below.

Table 2 shows examples of types of input values when the
labeling value for the SFC is machine-learned.

TABLE 2
Target LSTM Input Value Labeling
SFC1 VNF1 VNF2 VNF3 VNF4 VNF5 VNF6  Excess
SFC3 VNF1 VNF5 VNF3 VNF6 VNF5 VNF2  Proper

Referring to Table 2, two different SFCs (SFC1 and
SFC3) including six VNFs are used as input data of an
LSTM. Such an example predicts resource usage for the
entire SFC. The labeling value for the SFC is learned while
searching for a relationship of input data features between
the labeling value and the feature data without any problem.

Table 3 shows types of input values when different
labeling values are learned for the same input data when
using the LSTM.

TABLE 3
Target LSTM Input Value Labeling
VNF3 VNF1 VNF2 VNF3 VNF4 VNF5 VNF6  Excess
VNF4 VNF1 VNF2 VNF3 VNF4 VNF5 VNF6  Proper

In other words, Table 3 shows an example in which a
general LSTM is used to address the problem of resource
prediction of the VNF to be targeted in the SFC in the
present invention. Unlike Table 2, the problem in Table 3 is
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that the resource prediction should be performed for one
target VNF rather than the resource prediction of the entire
SFC. In this case, since the target VNF is different but the
input data used in the LSTM is the same, it is difficult to find
a relationship between the labeling value and the feature
data, which results in low accuracy.

Table 4 shows that labeling is learned for different types
of data when input data is divided and learned as a target
when using a TD-LSTM.

TABLE 4

Left LSTM Right LSTM
Target Input Value Input Value Labeling
VNF3 VNF1 VNF2 VNF3 VNF6 VNF5 Excess

VNF4 VNF3

VNF4 VNF1 VNF2 VNF6 VNF5 VNF4 Proper

VNF3 VNF4

Table 4 shows an example in which a problem caused by

using a target dependent LSTM rather than a general LSTM
is addressed. In this case, machine learning is performed
with the same data, but different types of data are input to the
LSTM according to the target. The input data is divided into
two pieces of data based on a target VNF. Each of the
divided pieces of data includes target data, and the divided
data on a right side based on the target VNF is inputted with
the data order reversed to the left and right as shown in Table
4.

That is, the data input to the right LSTM in Table 4 is
originally VNF3, VNF4, VNF5, and VNF6, but the left and
right inversion occurs, and the data is input in the form of
VNF6, VNF5, VNF4, and VNF3. The method in which the
VNF data is input to the LSTM is shown in detail in FIG. 5.
FIG. 5A shows Table 3, FIG. 5B shows Table 4, and FIGS.
5A and 5B show a state in which the data is input to the
target dependent LSTM.

In the conventional methods, the LSTM is used as shown
in Table 2, and time series data of the VNF is used instead
of using the SFC as data.

Meanwhile, the learning in units of VNFs is not appro-
priate in a dynamically changing network environment, and
a learning process using SFC data is required. However, in
case of using the conventional LSTM, since it is possible to
predict only in units of SFCs as shown in Table 2 and it is
impossible to predict in units of VNFs, the TD-LSTM is
used as shown in Table 4 to address this problem.

The machine learning model proposed in the present
invention may be represented by Equation 2 below and FIG.
6. The machine learning model may be implemented using
Python 2 or Python 3 as a programming language and using
Tensorflow, Keras, or Pytorch as a framework.

The target dependent LSTM is a method in which input
data is divided based on an input value targeted in the
conventional LSTM and a concatenation is done by self-
learning two LSTMs. In the input data proposed in the
present invention, pieces of resource information data of the
VNFs are listed in the order in which a service is preset, as
all the pieces of VNF resource information data in the SFC
to which the target VNF belongs. The pieces of data are
divided into two pieces of input data based on a position of
the VNF to be labeled, and pieces of data truncated to the
right from the reference data are used for the LSTM as the
input values after left and right inversion. The pieces of input
data are represented by 5, and r,,, in Equation 2 and FIG. 6,
left and right inversion is expressed as reverse in an expres-
sion (2) of Equation 2. In FIG. 6, it can be seen that a value
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of' S, is added to the information of each VNF as the input
value of the LSTM. Here, S, denotes the information of the
SFC, and in addition, the information of the target VNF may
be directly used. The output values of respective cells of the
LSTM are defined as Hg, and H,,,, and the values have the
size of 200 dimensions with the addition of aspect embed-
ding.

[Equation 2]
WsoH sy (n
Ay, = tanh| .
Wesa &8y
W Hps, 2)
Ap,, = tanh| Reverse
Wes, §8ey
Oy = softmax(ws, A 5,) 3)
@pyy = sOLMAX(WpyyApyy) 4)
[ Hiolap)” ] ®
 Hplapn)”
hi (6)
(i)
hin
B = tanh(W, 0 + Wyhg) )
y = softmax(W, 4" + b,) (8)
(©)]

s.i&en[s;s;...;5], Reverse

a b
EH
Afps Apy € RGN 00, € RY, y € R™.
W 5y Wi, W Attention parameters

W, Wj,: Learning parameters

W brsW Wiyt Softmax parameters

R gl last LSTM result value

loss==%" %" yllogs!' + 2101 10
[

Referring to FIGS. 1 and 6 again, the attention learning
performed in the attention learning operation S4 is one of
techniques used for machine learning and is an operation in
which learning is performed by assigning attention param-
eters to important features while learning an entire feature
data set.

The attention learning is a method of focusing on data that
is directly related to learning results without paying attention
to unnecessary data. In the present invention, several pieces
of VNF resource data in the SFC are used to predict demand
for resources of the VNF. In this case, since the attention is
used to learn which VNF results are related to the resource
prediction, the prediction accuracy may be increased by
focusing on the resource data of the more relevant VNF.

For example, when A, and A, are obtained as in
expressions (1) and (2) in Equation 2, the machine learning
using attention parameter values W;,, W, , and W, is
performed. Expressions 3 and 4 in Equation 2 show that the
final attention is obtained using a Softmax operation, and in
an expression (5), p indicates applying the obtained atten-
tions to the original hidden layer and performing concat-
enation thereof. The attention allows the model to relearn
while giving high estimate values to the data that aids
machine learning.

The aspect embedding use operation S5 is an operation of
learning which VNF is closely related to the target VNF
using aspect embedding during attention learning.
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In the learning method using aspect embedding, the
attention has an effect of learning an association between the
target VNF and other surrounding VNFs as well as learning
an association between resource prediction results and each
VNF, and thus more improved prediction accuracy may be
obtained. As described above, the purpose of adding aspect
embedding to the attention is the same as the purpose of
addressing the problem using the target dependent LSTM
rather than the LSTM in the operation S3.

In this case, a dimension value of 100 is also used for the
aspect embedding dimension. This is for assigning the same
value to the parameter vector having the same size so that
the result of the LSTM is the same as having a parameter
vector having the size of 100 through 100 hidden layers. The
dimension value of 100 may be sufficiently changed accord-
ing to the configuration of various network environments.

Output values of the cells of the LSTM are defined as Hy,
and H,,,, and the aspect embedding is added to the values to
have a total size of 200 dimensions. In Equation 2, expres-
sions (1) and (2) represent such a state, and e,, denotes a unit
vector [1, 1, 1, 1, . . ., 1] having an aspect dimension size
and s,@e, denotes [s,, s,, S, - . ., s,]"

The content embedding use operation S6 is an operation
of improving learning performance by additionally using the
auxiliary data in addition to the main data when the resource
information of the target VNF is predicted based on the
resource information of the VNFs in the SFC.

The content embedding is the embedding of data that can
be used additionally, such as previously known data or
background data. In most cases, the content embedding
results in high performance. In the content embedding
according to the present invention, the resource information
prediction of the target VNF is performed based on the
resource information of the VNFs in the SFC. In this case,
the type of the entire SFC, the SFC chain length, and the
time series data are used additionally and subsidiarily in
addition to the resource information of the VNF used as the
main data and thus performance improvement may be
obtained.

The content embedding according to the present invention
is represented as shown in FIG. 6, and the VNFs of one SFC
obtain the same content information by the content embed-
ding. When the time series information of the VNF is used
as the content embedding, the time series information of all
the VNFs may be embedded in each piece of VNF resource
information in the same way, or only one piece of informa-
tion may be embedded differently one by one. In addition, in
the content embedding according to the present invention,
the aspect embedding may be used once more to improve the
performance of the attention learning.

In other words, the content embedding serves to provide
additional information and is defined as embedding one
additional piece of information with the size of 100 dimen-
sions by default. In this case, various pieces of additional
information may be embedded, and the size of each dimen-
sion may also be sufficiently changed according to the
configuration of the network environment. Like the VNF
resource information, the reason why additional information
is added to the content embedding without directly inputting
information into the LSTM is because of the problem of a
direction and size of data. When own resource information
is predicted using the resource information of several sur-
rounding VNFs, utilizing data using content embedding may
provide better results when information such as types of
SFC with slightly different data direction is input.

Referring to FIG. 1 again, the result value generation
operation S7 is an operation of generating a final result value
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by combining a result value obtained by the attention with
a result value obtained from the last LSTM cell among the
result values of the resource prediction obtained using a
series of learning processes.

The result value of the resource prediction obtained
through the above-described operations S1 to S6 is not
immediately used but is converted into a value of an
expression (7) of Equation 2. Such a conversion operation
may include performing an operation of machine learning by
combining the result value obtained by the attention with the
result value obtained from the last LSTM cell. The result
value of the resource prediction obtained through the con-
version operation has a higher accuracy than the result value
obtained using only the attention or the LSTM.

This is because the attention compensates for not using
time series information, that is, an information value about
the distance between VNF's, unlike the LSTM so that the two
learning results have complementary results.

In Equation 2, an expression (8) shows the case in which
labelling is performed on the value obtained from an expres-
sion (7) by a Softmax operation. In this case, a Softmax
parameter is used.

In Equation 2, an expression (10) is a loss function, which
is a function expression for measuring the quality of the
parameters showing how much high accuracy is attained
when a score function (y value) obtained through various
parameters is actually applied to the learning data so far. A
cross-entropy expression is used in an expression (10) and
L2 regularization is used to correct the result value.

The Adam optimizer is used for the optimization which is
used to update a gradient value of the loss function and the
learning rate is 0.01. The model is evaluated with 20
iterations for each step using 5 fold cross validation.

In the present invention, in order to predict VNF resource
information, not only are the resources of the VNF's as data
but also information of surrounding VNFs that are directly
or indirectly related are used, and prediction is possible even
in a dynamically changed network environment. In addition,
service function chain (SFC) data among various pieces of
network information is used to reduce a time required for
machine learning according to a size of an entire network. In
the present invention, in order to predict VNF resource
information machine learning is used and a target dependent
long short-term memory (LSTM) model among several
machine learning models is used. Using such a model,
machine learning in units of SFCs is possible instead of
existing learning in units of VNFs. In addition, in the
learning model according to the present invention, machine
learning is performed based on attention so that main
information can be selectively determined to perform the
machine learning, attention learning is performed in terms of
aspects using aspect embedding, and thus the machine
learning is possible to set so as to focus on the target VNF.

In the present invention, SFC information is used to
predict VNF resource information, not only the resource
information of only one target VNF is used but also infor-
mation of surrounding VNFs that are directly or indirectly
related is considered, and thus a machine learning time can
be reduced according to the size of the SFC and the size of
the entire network.

Further, in the present invention, when machine learning
is used to predict VNF resource information and a target
dependent LSTM model among several machine learning
models is used, the model can allow machine learning to be
possible for one data object itself unlike conventional
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LSTMs that can only learn a predicted value for the entire
data including multiple pieces of data, and thus it is possible
to learn in units of SFCs.

Further, in the learning model proposed in the present
invention, machine learning is performed based on attention
so that main information can be selectively determined to
perform the machine learning, attention learning is per-
formed in terms of aspects using aspect embedding, and thus
there is an advantage in that the machine learning can be set
to focus on the target VNF.

Further, in the present invention, information on the
known SFC and VNF types or time series state data is used
by content embedding, and thus there is an advantage in that
the learning model can obtain 10 to 20% higher accuracy
than the existing learning model.

Further, in the present invention, a network administrator
can perform functions such as VNF migration, VNF
resource management, VNF deployment, and an SFC using
machine learning, and thus overall network management can
be automated.

While the exemplary embodiments of the present inven-
tion have been described in detail, the scope of the present
invention is not limited thereto but may be implemented in
various embodiments based on basic concepts of the present
invention defined by the appended claims, and the embodi-
ments are also within the scope of the present invention.

What is claimed is:

1. A method of predicting demand of resources of virtual
network functions (VNFs) to which machine learning is
applied, the method comprising:

(a) a step of classifying and defining feature data repre-

senting features of data to be used for machine learning
and applying a long short term memory (LSTM) as a
model of the machine learning;

(b) a step of learning by assigning attention parameters to
important feature data while learning an entire feature
data set using a target dependent LSTM model in which
different types of data are input into the LSTM accord-
ing to a target;

(c) a step of learning which VNF is closely related to a
target VNF using aspect embedding during attention
learning;

(d) a step of additionally using auxiliary data in addition
to main data when resource information of the target
VNF is predicted based on resource information of the
VNFs in a service function chain (SFC); and

(e) a step of generating a final result value by combining
a result value obtained by attention with a result value
obtained from a last LSTM cell, among result values of
the resource prediction obtained using a series of
learning processes,

wherein the feature data in step (a) is classified into target
data, VNF data, and content data.

2. The method of claim 1, wherein, in step (a), labeling
data is further used as a classification criterion for the feature
data.

3. The method of claim 1, wherein data to be used for the
machine learning in step (a) includes one or more of entire
VNF resource information of the SFC to which the target
VNF belongs, the content data to be used as additional
information, a unique number of the target VNF, and a
labeling value.

4. The method of claim 1, wherein the LSTM in step (a)
has a form in which a cell state is added to a hidden state.

5. The method of claim 1, wherein the model of the
machine learning in step (a) uses resource data of the VNFs
and the SFC as input data.
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6. The method of claim 1, wherein the LSTM model in
step (b) is the target dependent LSTM model using attention,
aspect, and content embedding technology.

7. The method of claim 1, wherein, in order to define the
target dependent LSTM model, step (b) includes: 5
dividing the input data into two pieces of data based on

the target VNF;

learning the divided input data in each LSTM; and

combining the learned data in the LSTM with each other.

8. The method of claim 1, wherein the auxiliary data in 10
step (d) includes any one or more of a type of the entire SFC,
an SFC chain length, and time series data.

9. The method of claim 1, wherein the final result value
in step (e) is obtained by an operation of machine learning
by combining the result value obtained by the attention and 15
the result value obtained from the last LSTM cell.
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