Design and Implementation of a Web-based Internet Performance Management System Using SNMP MIB-II

By Seong Jin Ahn,∗ Seung Keun Yoo and Jin Wook Chung

This article is aimed at defining items of analysis using SNMP MIB-II for the purpose of analyzing the performance of Internet-based networks running on TCP/IP protocol, and then utilizing these items, in conjunction with various Web technology and JAVA, to design and implement a Web-based interface of a management system to analyze the performance of the Internet. Copyright © 1999 John Wiley & Sons, Ltd.

Introduction

With the rapid development of information technology, TCP/IP-based Internet is now being used widely in various fields, providing the end user with a basic structure for distributed service around the globe. Such an evolution of Internet, coupled with the increasing traffic associated with an ever broader user base, is seriously impairing network performance and is calling for a need for a complete redesign of the system. It is therefore very timely to ensure a good performance management of the Internet to sustain a stable network.1,2

Performance management allows the system manager to maintain an optimum system performance by collecting, analyzing and making a decision on, the traffic of the overall network, sub-network, and particular nodes. Furthermore, it provides the user with vital information regarding future expansion or modification of the system. For the maintenance of communication equipment in the Internet, SNMP (Simple Network Management Protocol) is used to exchange system management information between the manager system and the managed system.

Moreover, in today’s complex network environments, the manager must bear the inconvenience of using a combination of tools of at least two different types and of course only those which are supported in the system or network he/she is managing. An additional problem is the limitations of scalability of the currently used centralized management tools, which make it very hard to handle very large networks. In order to solve these problems, one needs to utilize Web-related technology or other Internet-based technology such as JAVA to create a system management application which can effectively overcome the limits of existing management tools as technology.3,4

For this paper, items of analysis that are of interest were defined and sorted from the analysis parameters for Internet performance management which in turn were extracted from SNMP MIB-II. Based on these items was then formulated, with the help of Web-related technology and JAVA,
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A visualization system, that is, a Web interface of the Internet management system, carrying out the actual management task. Moreover, as the interface is based on a client/server structure, a protocol by the name of MATP (Management Application Transfer Protocol) has been defined for the purpose of exchanging messages between the client and the server and between the server and the analysis system executing accumulative analysis. As a result, it was possible to conceive with the help of JAVA and other Web-related technologies, a network management scheme that is completely platform independent. A systematic analysis of the collected management information and presentation of the results in the form of a graph allow the user to easily access and use the data obtained.5,6

Related research to this paper includes the development of a private network/intranet traffic analysis system using Web technology and RMON MIB and a Web-based service application analysis system aimed at analyzing TCP/IP traffic with the objective to study the types and the frequency of TCP/IP network services.7

### Internet Performance Management

Performance management seeks to inspect the actions of the managed system and increase the

<table>
<thead>
<tr>
<th>Analysis type</th>
<th>Analysis circle</th>
<th>Analysis item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-time analysis</td>
<td>Internet performance analysis</td>
<td>Link utilization, availability, interface packet transmit/receive rate, I/O rate, broadcast traffic rate, system packet I/O rate, packet forwarding rate</td>
</tr>
<tr>
<td></td>
<td>Internet fault analysis</td>
<td>Error receive rate, interface packet error rate, system packet error rate, system memory load rate, packet forwarding error rate, routing error rate</td>
</tr>
<tr>
<td></td>
<td>Management traffic analysis</td>
<td>Management traffic utilization</td>
</tr>
<tr>
<td>Elementary analysis</td>
<td>Internet performance analysis</td>
<td>Link utilization, availability, system down count,</td>
</tr>
<tr>
<td>Detailed analysis</td>
<td>Internet synthesis analysis</td>
<td>Synthesis analysis, link analysis, device analysis, device application analysis</td>
</tr>
<tr>
<td></td>
<td>Internet timely analysis, monthly analysis, weekly analysis, daily analysis</td>
<td>Error receive rate, interface packet transmit/receive rate, interface packet error rate, input traffic analysis, output traffic analysis, broadcast traffic analysis, system memory load rate, packet forwarding rate, routing error rate</td>
</tr>
<tr>
<td></td>
<td>Internet comparative analysis</td>
<td>Inbound/outbound byte, inbound/outbound packet, broadcast traffic analysis (broadcast/unicast), byte per packet (transmit/receive), normal/abnormal packet analysis, system packet error rate, system packet error I/O analysis</td>
</tr>
<tr>
<td></td>
<td>Internet term comparative analysis</td>
<td>Inbound/outbound byte, inbound/outbound packet, broadcast traffic analysis (broadcast/unicast), byte per packet (transmit/receive), normal/abnormal packet analysis, system packet error rate, system packet error I/O analysis</td>
</tr>
</tbody>
</table>

Table 1. Internet performance analysis items
efficiency of communications. It involves collecting data on such performance indicators as utilization and collision rate for the overall network, subnetwork, specific segments and nodes. The collected data are then analyzed to determine the current performance of the network and are used to maintain an optimum performance. These data also provide vital information during system expansion or modification.

The items of analysis for the performance management of the Internet are formulated using the diverse performance analysis parameters extracted from SNMP MIB-II. These items are classified and grouped according to the type of analysis. Real-time analysis is used when one wishes to analyze the performance of the Internet-based network equipment at the moment of request. By contrast, elementary and detailed analyses involve the analysis of data collected over a given period of time. Elementary analysis deals with measuring elementary indicators for the analysis of Internet performance such as utilization and availability over a period specified by the user. Detailed analysis is used to obtain a comprehensive and detailed analysis of the performance of the Internet-based managed system over a given period of time.

Table 1 is an explanation of the MIB object analysis items concerned with the above analysis items.

### Design and Realization of the Web Interface

#### —Overview of the Design—

The Internet performance management system selects those managed systems for which the performance on the Internet of the network equipment will be managed. Information on these selected systems will then be collected and analyzed. The results will be used to ensure a stable network by enabling a smooth traffic flow. The system has a client/server structure with the client being responsible for the user interface and the reporting of the results and the server being responsible for the real-time analysis of each analysis item and sending the results to the client. Depending on the management objective, an accumulated analysis system can be used whereby data collected over a specified duration can be utilized to carry out a performance analysis of the equipment over that very duration.

The Internet performance management system mentioned in this paper specifically means the Web-based graphic user interface with the assistance of which a distant user connects himself to the Internet management system via a web browser and carries out a series of activities regarding the performance of the concerned network equipment. Figure 1 is a structural diagram of the entire Internet performance management system which consists of a visualization client functioning as client; a visualization server functioning as server; and an accumulated analysis system (SPES: SNMP-based Performance Parameter Extraction System) analyzing the performance of the system over a specified period of time.

#### —Visualization Client—

**Structure** — The visualization client operates in a remote web browser and serves as user interface as well as a system that responds to user demands. It is composed of a module that has for its function the establishment of connection with the server, a message processing module, a real-time processing module, a collection demand module, an accumulation analysis module, a graph processor and a report processor. The function of each module of the visualization client system is as follows as illustrated in Figure 1.

The connection management module has for its function the establishment of connection with the visualization server system as well as transmission of messages containing the user’s requests to the server and receiving the server’s response messages. These messages are then processed by the message processing module which creates the messages requested by the user, analyzes the response messages from the visualization server and transmits them to the relevant processing modules. The real-time processing module is concerned with processing the user’s request to analyze the current performance of the network equipment. It is thus a user interface that accepts the user’s request: it extracts the necessary data from the server’s response to produce a graph; and receives the request from the user to terminate data output or to disconnect from the visualization server. The
collection demand module is an user interface that has the role, of requesting of data collection to the accumulation analysis system for the purpose of carrying out an analysis with the accumulated data obtained by polling specific network equipment over a specified amount of time. The module is also responsible for sending necessary information to the visualization server and browsing through the material whose collection has been requested. The accumulation analysis method serves as a
user interface for elementary and detailed analysis of network equipment over a specified duration on information that has been accumulated by the collection demand module. The module displays the results in the form of a graph or a table depending on the preferred type of analysis. The graph processor is called for a graph-based report of results. The graph processor generates graphs according to items of analysis and consists of sub-modules responsible for generating line, pie or bar graphs depending on the item of analysis and the user's request. The report processor transforms the output graphs generated upon the request for each analysis into a GIF image and accordingly creates a web page for report display purposes. The processor also handles the task of calling the response of the accumulation analysis module from the server.

**Basic operations** — From a functional perspective, the visualization client system for Internet performance management provides the user with four different services. Specifically, they are: the function of real-time analysis for, as the name implies, the real-time analysis of a network performance; the two functions of elementary and detailed analyses for the performance analysis of the network over an extended period of time; and the function of collection demand for the collection of the required data. The visualization client system provides the user with several interfaces for the above services. To use the desired service, the user inputs information such as IP address and community name to the corresponding interface and requests the desired service. The part responsible for the communication with the visualization server creates a message based on the information provided by the user. This message is then transmitted via the transmission module to the visualization server. Finally a reception is made in the form of a message or data as a response from the visualization server. If an error occurs while creating a message or during transmission to and from the visualization server, the user is notified of the error and is asked to input new information. The analysis result data obtained through the connection with the visualization server are then shown to the user in the form of either a graph or an HTML document depending on the type of analysis item. The result is displayed on-screen after the data is processed in the relevant processors mentioned above. The user service for performance analysis is made available by the above processes. The basic operations of the visualization client system is illustrated in Figure 3.

![Figure 3. Event transition diagram for the visualization client](image)
—The Visualization Server—

Structure — The visualization server processes the request from the client and the related tasks of: establishing connection, creating messages; handling and transmitting requested data; processing by item of analysis; establishing connection with and transmitting requested information to the accumulation analysis system; image creation; creation of Web pages for analysis results; and management of requested information. Figure 4 is an illustration of the overall structure of the visualization server. The functions of the constituent modules are as follows.

The SNMP manager carries out the specific function of the SNMP manager system which polls related MIB information for the purpose of the server’s extraction of analysis information upon the request message for a real-time analysis. The connection management module is in charge of establishing connection with the client as well as receiving demand messages from the client. The module also processes and manages necessary connection to send reply messages. Furthermore, it has also the function of transmitting messages requesting collection of data and accumulation analysis to the accumulation analysis system. The message processing module has the function of processing received messages according to the format requested by the system administrator. The module also analyzes the message before sending to the relevant processor. The analysis module is in charge of real-time processing of each and every user service and consists of modules designed to handle four types of user services. The real-time analysis module has for its function the real-time processing of request by the user for analysis of the current state of the system. In order to extract values for the item of analysis requested from the client, the MIB information data are polled by calling the SNMP manager system. The data obtained in this fashion are then sent to the analysis item processor with the result transmitted to the client at each polling. The collection demand module processes the request for data collection for the analysis of the accumulated data that are polled over a specified duration for a given network’s resources. The module is also responsible for transmitting data requested by the system administrator to the accumulation analysis system.

Figure 4. Overall structure of the visualization server
The module also receives replies from the accumulation analysis system regarding the result of set-up following the request for data collection. The accumulation analysis module’s tasks can be divided into elementary and detailed analyses. The module carries out the function of processing the request for elementary and detailed analyses of network resources set up over a specified amount of time for information accumulated by the collection demand module. Analysis of accumulated information is relegated to the accumulation analysis system by sending a request message. After receiving the results of analysis, the module reports to the client. The report module’s task is to tabulate the graph format results analyzed by the manager at the client into a Web page. The analysis item processor extracts analysis results from the management information polled according to item of analysis by the real-time processing module. The SPES manager is a module responsible for the processing of requests made by the data collection module and the accumulation analysis module. It accomplishes this task through communication with the accumulation analysis system and also handles such functions as the management of connection with the accumulation analysis system, creation of request messages, management of received messages, data buffering and flow control on top of the function of sending the data analyzed by the accumulation analysis system to the requesting modules. The image generator generates a file out of the GIF image received from the client and transmits the file information to the Web generator. The Web page generator presents the results of the elementary analysis, in a tabular form, on a Web page. It is also responsible for the generation of Web pages tailored to the type of the analysis item in real-time and detailed analyses. It also responds to requests made by the graph processor. The management information controller has for its function the generation of HTML and GIF files as well as the recording, deleting and viewing of these files.

Basic operations— The visualization server consists of three subparts which are responsible for the transmission of messages with the visualization client, the transmission of messages with the accumulation analysis system and the processing of various user services respectively. Upon receiving a message from the visualization client, the visualization server analyzes the message and determines to which user service it belongs before it transmits the request information to the relevant service processor. Each service processing part receives the pertaining information, and executes the processes of real-time analysis, collection demand, elementary analysis, detailed analysis and reporting. The results are sent to the connection-related module which in turn creates a message directed to the client. In real-time analysis, SNMP is used to poll performance analysis information of the equipment whose analysis is requested by the user. The performance information is derived from this analysis information and is sent to the visualization client. The report processor receives from the visualization client, information and image data for the report and creates an image file and a report file. Information pertaining to file management is then stored. The created files are sent to the visualization client via HTTP and are displayed to the user in the form of a Web page. For the processing of collection demand, the message received from the visualization client is transmitted to the accumulation analysis system where a collection is requested. The result is transferred back to the visualization client. Elementary analysis processing is carried out by transmitting the request message from the visualization client to the accumulation analysis system. The analysis results received thereafter are sent to the visualization client in the form of an HTML file. The processing of detailed analysis is similar to that of elementary analysis; the request message is sent to the client after which the analysis results obtained are presented in either a HTML or a graph format according to the item of analysis. When a HTML format is desired, a HTML file is created and then transmitted. When a graph is requested, on the other hand, the analysis data is transmitted instead in order to allow the visualization client to plot a graph. The HTML file or the image file created by the visualization server are managed by the file management part. The basic operations of the visualization server are schematically shown in Figure 5.

—Communication between the Client and Server—

To analyze network traffic, the visualization system is composed of several subsystems which are namely, the client, the server and the accumulation
analysis system. However, as the client runs on the system along with the web browser, it first has to communicate with the server to analyze the network resources the administrator wishes. Also, in carrying out the tasks of collection or accumulation analysis, the server communicates with the accumulation analysis system. In other words, it is necessary to establish a protocol for message exchanges among the server, the client and the accumulation analysis system. Naturally, such a protocol was designed and was called MATP (Management Application Transfer Protocol).10

Method of communication— When an applet is loaded onto the administrator’s Web browser, the visualization client requests a TCP/IP connection to the server and sends the request messages of the user. The visualization client can include data and in this case, the server confirms with an acknowledgement. Following the user’s request, the visualization server makes a TCP/IP connection with the accumulation analysis system to which it will subsequently send a request message. The accumulation analysis system replies with a result message. Data can be included in the message in which case the visualization system replies with an acknowledgement. The visualization server transmits the results of the user’s request processed in this manner and the corresponding analysis results to the visualization client. In return, upon reception of data from the visualization server, the visualization client confirms with an acknowledgement. After receiving all data and completing the output of results, the visualization client sends a request an abort message to the server. Figure 6 illustrates the above-mentioned mechanism of the MATP Protocol.

Definition of a message— Analysis type is a field representing the protocol currently being used to differentiate it from a possible expansion of the protocol in the future. Message type is a field that sets apart the service currently requested by the user to the visualization system. Subtype is a type to handle the details of each request in the message type. Start time and end time are fields that sets the duration of the collection period. They have to be inputted by the user and are further subdivided into fields representing the year, the date, the hour and the minute. Interval is the polling interval between the start time and the end time. This field sets how often data will be polled for storage during the collection period. Figure 7 highlights the message type describe above.
Figure 6. The MATP Protocol

Figure 7. Message type in MATP
Result View-display

The Internet visualization system is capable of processing four types of user requests, which are namely, real-time analysis, collection, elementary analysis, and detailed analysis requests. In order to handle these four requests, the client and the server have each four request processing modules.

Real-time analysis concerns the current state of an IP-based network equipment and deals with the representation of, in the form of real-time line graphs, the results of such analysis items as utilization and availability. Furthermore, if the user wishes to obtain a document version of the graph generated, the report function can be called to generate a report-style result. The result view-displays of real-time analysis are shown in Figure 8.

Figure 8 is a result view-display of real-time analysis showing the current interface packet transmission rate on the router whose IP address is 134.75.62.2. The top curve represents the current ratio of incoming packets into the interface, and the bottom curve represents the current ratio of packets exiting the interface. The X-axis represents the monitored time of polling in hours, minutes, and seconds. The Y-axis represents the traffic ratio.

Collection demand is a function that requests collection of data over a specified period of time for the purpose of carrying out an accumulation analysis of Internet equipment. Figure 9 illustrates this function. The user interface of the collection demand system provides the system administrator with such functions as setting the collection period, and addition/deletion of managed systems for analysis. The user is required to register the information on managed systems that are used or managed for the first time. It is therefore necessary to pre-input the management identifier—the request ID—as well as other information on the managed systems such as IP address, name of community, line speed, and period of collection before making a request to the server. For management setting already established, there is a convenient feature of deleting specific management identifiers. Figure 9 is a result of a collection request on IP addresses 203.252.53.3 to 203.252.53.9.

Elementary analysis aims to analyze elementary management items in the Internet. To this end, the data accumulated through a collection request are analyzed by item of analysis on an elementary level and then are presented to the user in a Web page format. For a more detailed result, detailed analysis can be used. Figure 10 shows the result view-display of a request for an elementary analysis.

Figure 10 is a result view-display of an elementary analysis request on a router whose IP address is 134.75.62.2. The results are presented to the user in the form of Web page and include the downcount, availability, and the corresponding line speed of each and every managed system contained in the selection request ID. Items of analysis or managed systems marked in red indicate that...
Figure 9. Example of an user interface display for a collection demand

Figure 10. Example of a result display for an elementary analysis
Figure 11. Example of a result view-display for a detailed analysis

In detailed analysis, the data accumulated through a collection request are analyzed by item of analysis on a comprehensive level and then are presented to the user in the form of a graph or table for an analysis period desired by the user. A result view-display of a detailed analysis is shown in Figure 11.

Figure 11 is an output of the results of incoming packet traffic analysis on the above-managed system. The results are an arithmetic mean of analysis over a duration specified by the user and show the discard, error, unknown protocol and normal state ratios of packets heading into the interface.

Conclusion

This paper makes use of SNMP MIB-II in carrying out a performance analysis of the Internet. Specifically it utilizes Internet performance parameters to extract such items of analysis as real-time, elementary and detailed analyses.

Furthermore, in order to provide the four user services of real-time analysis, collection demand, elementary analysis and detailed analysis, a Web-based interface of an Internet performance management system whereby the requests for service are processed, functions are carried out according to the item of analysis and the respective results are shown to the user either in the form of a graph or table, was realized with the assistance of Web-related technology and JAVA. The Web interface assumes a client/server structure with the visualization client being responsible for the functions of managing the connection with the visualization server, processing user messages, processing of collection/analysis requests, processing of graphs, and processing of reports. By contrast, the visualization server, in order to process the user’s request obtained through the visualization client, assumes the responsibility of carrying out SNMP management, connection management, message processing, processing of collection/analysis results, processing of reports, processing of items of analysis, SPES management, image generation, Web page creation and management information control. Moreover, to ensure a reliable communication between the visualization client, and the visualization server and between the visualization server and the accumulation analysis items, a protocol by the name of
MATP was designed for information transmission functions. The results obtained through the system are presented via a result on-screen display and an analysis report. Furthermore, management with existing equipment and at no additional cost was possible with the use of MIB-II, an Internet management standard.

In conclusion, the research presented in this paper made it possible to realize a platform-independent management of the Internet by defining items of analysis using SNMP MIB-II and by designing and implementing a Web-based user interface of an Internet management system capable of analyzing the above items of analysis.
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