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Abstract—We advocate the notion of service overlay network Traffic from one user to another user typically traverses mul-
(SON) as an effective means to address some of the issues, ifiple domains; network domains enter various bilateral business
particular, end-to-end quality of service (QoS), plaguing the o|ationships (e.g., provider—customer or peering) for traffic ex-

current Internet, and to facilitate the creation and deployment of - L .
value-added Internet services such as VolP. Video-on-Demand. Ch@nge to achieve global connectivity. Due to the nature of their

and other emerging QoS-sensitive services. The SON purchasegleSineSS relationShipS, anetwork domain is Only concerned with
bandwidth with certain QoS guarantees from the individual the network performance of its own domain and responsible for
network domains via bilateral service level agreement (SLA) to providing service guarantees for its customers. As it is difficult
build a logical end-to-end service delivery infrastructure on top of 4 estaplish multilateral business relationship involving multiple

the existing data transport networks. Via a service contract, users d ins. depl tof end-t d . b d the best-ef
directly pay the SON for using the value-added services provided omains, deployment ot end-to-end services beyond the best-ei-

by the SON. fort connectivity that requires support from multiple network
In this paper, we study the bandwidth provisioning problem for domains is still far from reality. Such problems have hindered
an SON which buys bandwidth from the underlying network do-  the transformation of the current Internet into a truly multiser-

mains to provide end-to-end value-added QoS sensitive services,; i i -tO- i i
suich as VoIP and Video-on-Demand. A key problem in the SON de_swce network infrastructure with end-to-end quality of service

ployment is the problem of bandwidth provisioning, which is crit- (QoS) support. . .

ical to cost recovery in deploying and operating the value-added e propose and advocate the notion of the service overlay
services over the SON. The paper is devoted to the study of this network (SON) as an effective means to address some of the
problem. We formulate the bandwidth provisioning problem math-  jssues, in particular, end-to-end QoS, plaguing the current
ematically, taking various factors such as SLA, service QoS, traffic Internet, and to facilitate the creation and deployment of

demand distributions, and bandwidth costs. Analytical models and | dded Int t ;i h VoIP. Vid D d
approximate solutions are developed for both static and dynamic value-added Internet services such as Voir, Video-on-Demand,

bandwidth provisioning. Numerical studies are also performed to and other emerging QoS-sensitive services. The SON network
illustrate the properties of the proposed solutions and demonstrate architecture relies on well-defined business relationships

the effect of traffic demand distributions and bandwidth costs on  petween the SONs, the underlying network domains and

SON bandwidth provisioning. users of the SONSs to provide support for end-to-end QoS: the
_Index Terms—Bandwidth provisioning, overlay networks, ser- SON purchases bandwidth with certain QoS guarantees from
vice level agreements. the individual network domains via a bilateral service level

agreement (SLA) to build a logical end-to-end service delivery
infrastructure on top of the existing data transport networks;
via a service contract (e.g., a usage-based or fixed price service
ODAY'S Internet infrastructure supports primaribest- pjan), users directly pay the SON for using the value-added
effort connectivityservice. Due to historical reasons, thegpyices provided by the SON.
Internet consists of a collection of network domains (i.e., au- Fig. 1 illustrates the SON architecture. The SON is pieced
tonomous systems owned by various administrative entitie&)gether via service gateways which perform service-specific
data forwarding and control functions. The logical connection
between two service gateways is provided by the underlying

. . network domain with certain bandwidth and other QoS guar-
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Fig. 1. lllustration of a service overlay network.

of network service management and control, especially in termsWe develop analytical models to study the problem of SON
of QoS management and control. The network domains are nbandwidth provisioning and investigate the impact of various
concerned primarily with provisioning of data transport servicgactors on SON bandwidth provisioning: SLAs, service QoS,
with associated bandwidth management, traffic engineering asshdwidth costs and traffic demands. We consider the so-called
QoS guarantees on a much coarser granularity (per SON)pipe SLA model as an example to illustrate how the SON
particular, the notion of SON also introduces a new level @fandwidth provisioning problem can be formally defined. The
traffic aggregation—thservice aggregatethe underlying net- analyses and solutions can be adapted to the so-called hose
work domains can aggregate traffic based on the SONs they B¢ model, which due to space limitations we do not consider
long to and perform traffic and QoS control accordingly basgf this paper. In Section I, we describe how the SON logical
on the corresponding SLAs. Under the SON architecture, #hology can be represented under the pipe SLA model and
SONis respgnsible forensuring end-to-end QoS for its SerViC‘f)?esent the model assumptions. Using the pipe SLA model,
Because of its service awareness, an SON can deploy servige-resent a basic static SON bandwidth provisioning solution
specific provisioning, resource management and QoS COmﬁﬂ)ISection lll, and study the problems of the more general

mechanisms (€.g., at service gateways) to optimize its OPELRLic and dynamic SON bandwidth provisioning, respectively,

thr)s for its services. Hence, the SON architecture qot only si I Sections IV and V. Analytical models and approximate
plifies the network QoS management and makes it more scal- . : . .

. : solutions are developed for both static and dynamic bandwidth
able, but also enables flexible creation and deployment of néw ~. " ™. ; : )
(value-added) services provisioning. Numerical studies are also performed to illustrate

Obviously, deployment of SON is a capital-intensive inves[he properties of the proposed solutions and demonstrate the

ment. It is, therefore, imperative to consider the cost recovefjeCt Of traffic demand distributions and bandwidth costs on
PN bandwidth provisioning.

issue for the SON. Among the many costs the SON deploym . ) )
incurs (e.g., equipment such as service gateways), a dominant € notion of overlay networks has been used widely in
recurring cost is the cost of bandwidth that the SON must pdf/ecommunication and data networks. For example, more
chase from the underlying network domains to support its sécently content distribution networks and application layer
vices. The SON must provision adequate bandwidth to Suppg}plticast networks have been used for multimedia streaming
its end-to-end QoS-sensitive services and meet traffic demahdk Detour [14] and Resilient Overlay Network (RON) [1]
while minimizing the bandwidth cost so that it can generate sufmploy the overlay technique to provide better routing sup-
ficient revenue to recover its service deployment cost and stegit. Moreover, the overlay technique has attracted a lot of
profitable. The bandwidth provisioning problem is, therefore, attention from industry [4], [5] as a means to deliver diverse
critical issue in the deployment of the SON architectwiich Qo0S-sensitive services over the Internet. The service overlay
is the focus of this paper. networks we propose here is simply a generalization of these
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ideas. Perhaps what is particularly interesting is the use thfeshol®® To state this assumption formally, we assume that a
SONSs to address end-to-end QoS deployment issue. The méijde utilization thresholdy, is specified for each link and to en-
contribution of our paper, however, lies in the study of theure service QoS, the bandwidthprovisioned for linkl must
SON bandwidth provisioning problem. Our approach arke such that the (average) link utilization stays beipw
formulation also differ from the traditional capacity planning

in telephone networks (e.g., [8], [10]) in that we explicitly takd3. Bandwidth Provisioning Modes

into account various factors such as SLAs, QoS, and traffic\\ie consider two modes of bandwidth provisioning under
demand distributions. the pipe model: static bandwidth provisioning and dynamic
bandwidth provisioning. In static bandwidth provisioning
mode, an SON contracts and purchases a fixed amount of band-
Il. SERVICE OVERLAY NETWORKS ASSUMPTIONS width a priori for each pipe connecting the service gateways
AND BANDWIDTH PROVISIONING PROBLEMS from the underlying network domains. In other words, the
bandwidth is provisioned for a (relatively) long period of time
In this section, we first describe a logical topology represefithout changing. In dynamic bandwidth provisioning mode,
tation of the SON under the pipe SLA model and a simplifyingy addition to the ability to contract and purchase bandwidth
assumption on service QoS. Two modes of bandwidth proYir each pipe priori, an SON can also dynamically request for
sioning— static and dynamic bandwidth provisioning—argdditional bandwidth from the underlying network domains to
then introduced. We conclude this section by describing thgeet its traffic demands, and pay for the dynamically allocated
traffic demand model and a few notations regarding serviggndwidth accordingly. To account for the potential higher
revenue and bandwidth cost that will be used later in thigst in supporting dynamic bandwidth provisioning, it is likely

paper. that the underlying network domains will charge the SON
different prices for statically provisioned and dynamically
A. SON and Service QoS allocated bandwidth. Hence, in either mode the key question in

] } ] bandwidth provisioning is to determine the appropriate amount
The pipe SLA model is a common SLA model used intoday st handwidth to be purchasedpriori so that the total overall

Internet. Under the pipe model, the SON can request bandwidiy income of an SON is maximized while in the meantime

guarantees between any two service gateways across a netwotkying the traffic demands as well as maintaining the service
domain (see Fig. 1); in other words, a “pipe” with certain bambos_

width guarantee is provisioned between the two service gate-

ways across the network domain. To emphasize the relations ..pTraffic Demand, Service Revenue, and Bandwidth Cost

between the service gateways and the underlying network do- ) )

mains, we denote the logical (unidirectional) connection from a W& now describe the traffic demand model for the SON.

service gateway: to a neighboring service gatewayacross a Recgll that we assume that traffic glways originates from and

network domairD by (u,v; D), and refer to it as a logical link {€rminates at access networks. Given a source noded

(or simply a link) betweem andv acrossD. Note that between destination nodd, for simplicity we assume that a fixed route

the SON and access networks where traffic to the SON origindtgOnsisting of a series of links connectingand d is used

and terminate, the hose SLA model is assumed to be used wHerfPrward traffic froms to d. Let 12 denote the collection of

certain amount of bandwidth is reserved for traffic entering §PUtes between the source and destination nodes. Then the

exiting the SON. We can treat each access netwhas a ficti- traffic demands over the SON can be represented by the traffic

tious service gateway.,. Then we can talk about “connection”deémands over the;e routes: for eache R, let p, denpte

betweenu 4 and a neighboring service gatewaycrossA and the (average) traffic demand (also re_ferred _to as trgfflc load)

the corresponding logical linku 4, v; A). along rogte" measure_zd over some period of t|m_(esee Fig. 2).
Given a logical linkl = (u,v; D), the SON provider will The perlo_dt is relatively short, fqr example in sgconds or

contract with the network domaiR to provide a certain amount several minutes, compared to the time scale of static bandwidth

of bandwidth guarantee between the service gatewaysand Provisioning, denoted by', which could be in several hours or

v acrossD. The SON bandwidth provisioning problem is theilays. The period is considered as the ba_S|c unit of time. The
to determine how much bandwidth to be provisioned for eadft{#- : 7 € R} then represents the traffic demands over the
link { = (u,v; D) so that: 1) the end-to-end QoS required by itoON during the time unit they are measured, and is referred

services can be supported adequately; and 2) its overall revelfi@s the traffic demand matrix of the SON. Note also that the
or net income can be maximized. traffic demands are always measured in units of bandwidth.

Although the QoS that an SON must support for its services
can be quite diverse (e.g., bandwidth, delay, or delay jitter guar-
antees), in almost all cases a key component in providing Sucﬁl’his particularly will be the case if the underlying network domain employs

. f f | he link utili aggregate packet scheduling mechanisms such as FIFO or priority queues. For
guarantees Is to exert some form of control on the link utiliz xample, it has been shown [2], [9], [16] that in order to provide end-to-end

tion level, i.e., to ensure the overall load on a link does neétlay guarantees, link utilization must be controlled at a certain level. Hence,
exceed some specified condition. In other words. for the pquqm the bandwidth provisioning perspective we believe that this assumption on

f bandwidth L that it i ibl ervice QoS is not unreasonable in practice. In fact, itis said that many of today’s
pose or bandwidih provisioning, we assume that It IS possIBIe &y ork service providers use a similar utilization based rule (e.g., an average

map the service QoS guarantee requirements to a link utilizati@ization threshold of 60% or 70%) to provision their Internet backbones.
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To capture the traffic demand fluctuations over time, we as- t, basic time unit for measuring traffic demand
sume that the traffic demang. along each route varies ac- T, time period for static bandwidth provisioning
cording to some distributién We denote the probability den- ! traffic demand !
sity function of the traffic demand distribution @f. by dp,. s

Then the probability that the traffic demapgd exceeds: units

of bandwidth is given by dp,.. Letp, = [~ p,dp,, i.€.,p, |
is the (long-term) average traffic demand along routeer the ﬂ
time period for static bandwidth provisioning. Furthermore, we ;‘ i
assume that the traffic demand distributions along the different _________________ T -
routes are independent. In this paper, we will study the band- ' '
width provisioning problem by considering two different trafficciy > Traffic demands.

demand models. The first one takes into account the widely ob-

served self—s_imilar property of the Internet traffip by employing;leL ,(c;). Hence, the basic bandwidth provisioning problem
the M /G /oo input model [12], [13]; the second is based on thgzn e formulated as the following optimization problem:
measurements of real Internet traffic.

For each route, we assume that the SON receivegamount Jnax W subject to (1).
of revenue for carrying one unit of traffic demand per unit of _. , L :
time along route-. On the other hand, for each logical link or S"_‘Ce‘l’l sare nanecr_easmg, Itis easy to see that the optimal
pipel connecting two service gateways, the SON must paysglutlon to the optimization problem is given by
cost of®,(¢;) per unit of time for reserving, amount of band- . (I+e)p

width from the underlying network domain. We referde as “ = m vieL. )

the bandwidth cost function of link Without loss of generality, Hence, under the basic bandwidth provisioning model, once
we assume thap; is a nondecreasing function. we fix the overprovisioning parameters, the optimal amount of
bandwidth to be provisioned for each link can be derived using
[ll. BASIC STATIC BANDWIDTH PROVISIONING MODEL ).
In static bandwidth provisioning, a certain amount of band- ASSuming that;’s are sub-additive, we see that a sufficient

width overprovisioning is needed to accommodate some g@ndition for the SON to have positive expected net income is
gree of fluctuation in traffic demands. The key challenge i €nsure that

static bandwidth provisioning is, therefore, to decide the op- S ®(cr) P (M)
timal amount of bandwidth overprovisioning. In this section, we e > l€r _ ler " _ 3)
present a basic static bandwidth provisioning model and ana- " Pr Pr

lyze its properties. This basic model will serve as the basis fphe relationship (3) provides a useful guideline for the SON to
other bandwidth provisioning models that we will consider igetermine how it should set its price structure for charging users
this paper. of its services to recover its cost of bandwidth provisioning. It
In the basic model, the SON provisions bandwidth on eaglas a simple interpretation: we can reg@@s,. (1 + ;) /m)/ pr
link based on the long-term average traffic demand mdfi%, as the average cost of carrying one unit of traffic demand per
and attempts to maximize the expected net income. To accaffit of time along route on link [. Then the right-hand side of
modate some degree of fluctuation from the long-term averag is the total cost of carrying one unit of traffic demand per
traffic demands, we introduce an overprovisioning paramegterunit of time along route-. To recover its cost, the SON must
on each linkl, ¢, > 0. The meaning of the overprovisioningthen charge users of its services more than this amoudj’df
parametek; is given as follows. We will provisiom; amount  are strictly concave (i.e., nonlinear), in other words, the per-unit
of bandwidth on linkl such that as long as the overall traffidsandwidth cost decreases as the amount of reserved bandwidth
load on link! does not exceed its long-term average load hpicreases, the economy of scale will benefit the SON: the higher
€1, the service QoS can be maintained, i.e., the link utilizatiaRe average long-term traffic demands, the lower the average
is kept below the prespecified threshojgd Formally, define cost of providing its services, yielding higher net income. In
Pt = ) ,uer Pry Wherel € r denotes that link lies on route the cased,’s are linear, i.e.®;(¢;) = ¢;¢;, then (3) becomes

r. Then er > Y e, d1(1 + €)/m which is independent of the traffic
demands.
pl+ea)=0+ea) Y pr<ma, VIEL (1)
riler IV. STATIC BANDWIDTH PROVISIONING WITH PENALTY
whereL is the set of all links of the SON. In the basic static bandwidth provisioning model, we assume
Given thaic; amount of bandwidth is provisioned on each linkhat the overprovisioning parameters are given. We now con-
I, the expected net income of the SONWs = >~ . e.p, — sider the problem of how to obtain the optimal overprovisioning

parameters under given traffic demand distributions. We study

this problem by taking into account the consequence of poten-

SThis traffic demand distribution can be obtained, for example, througtI'1aI QOS V'Olla_t'or.] when the_’ actual traffic demands exceed the
long-term observation and measurement. target link utilization. For this purpose, we assume thatSON
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may suffer a penalty when the target utilization on a link is ethe telephone networks (see, e.g., [10]). Under the link indepen-
ceeded, and, therefore, service QoS may potentially be violatddnce assumption, the service QoS violation probaldjtyi.e.,
For example, it is quite likely that the service contract betweet least one of the links on routds overloaded, is given by
the SON and its user is such that when the service QoS is poor
(e.g., due to network congestion), a lower rate is charged, or the B.=1- H(l - Bu). @)
user may demand a refund. In the case that some form of ad- ter
mission control is used by the SON to guide against possilBefore we present the approximate optimal solution, we need to
QoS violation, the penalty can be used to reflect the lost reitroduce one more set of notations. Define a small real number
enue due to declined user service requests. We will refer to this> 0. For each route, let 5. > 5, be such that
model as the static bandwidth provisioning with penalty model, -00
or simply, the static-penalty model. / prdp. <0 (8)

For each route, let 7, denote the average penalty suffered "
by per unit of traffic demand per unit of time along routerhen Smcef prdpr > Py f dpr = prPrip. > pr}, we have
the service QoS along routels potentially violatedGiven the Pr{p,, > prt < 6/ pr. In other words, (8) basically says that
traffic demand matriX p.. }, let B,.({p,- }) denote the probability 5, is such that the probability the traffic demand along raute
that the service QoS along routés potentially violated, more exceeds,. is very small, and thus negligible.
specifically,the target utilization on one of its links is exceeded With these notations in place, we now present a lower bound
Then the total net income of the SON for servicing the giveon E (W) as follows (see Appendix | for the detailed derivation):

traffic demand matriX p,.} can be expressed as -
W) > Z E€rpPr — Z (I) cl Z T pr B {/)r

W({pr}) Z €rpPr — Z i(ar) Z 700 Br({p+}) (4) reR 1€L rER
re€R leL ré€R ~ Z ﬂ-ré . Z p1

where we usé¥ ({p..}) to emphasize the dependence of the rER T pr
total net income on the traffic demand matfix. }. When there
is no confusion, we will drod p,.} from the notation.

Denote the right-hand side of the above equationihy
then E(W) > V. Comparing the lower boundf” with the
Letd{p,} denote the joint probability density function of the expected net incom#’ = S e €rfr — Yyep ®i(cr) without

traffic demand matri{ . }, recalling thatdp: is the probability taking penalty into account, we see that ignoring the extremal
density function of the traffic demang. along router. Then traffic demands (i.e., whep, > .), we pay at most a penalty
the expected net income of the SON under the traffic demaga B,({p»}) per unit of traffic demand on route for

distributions{dp. } is given by potential service QoS violations. For givér> 0, the penalty
. incurred due to extremal traffic demands is upper bounded by
= / W({pr})d{p,}, B) Y,ermd(l + X, pr/pw). Note also thatB,({p,}) is
{pr} the probability of service QoS violation along routewhen
he long-term average traffic demands are assumed 0. be

where [- [, , denotes multiple integration under the join g - ;
traffic demand distributiodp, }. hus, in usingV’ as an approximation t&' (1), we are being

Now we can state the problem of static bandwidth pro V{(ilc())r:;scr)\:]e;t'we by overestimating the probability of potential QoS
sioning with penalty as the following optimization problem:
finding the optimal overprovisioning parametdrs} to max- ThFromE(W) 2V, we havemaxyc, E(W).Z. max{e, y V.
- ) . erefore, we can obtain the best overprovisioning parameters
imize the expected net income, i.e., that maximizé/ instead of the expected netincofiél) as an
. approximate solution to the original optimization problem (6).
I?E?f{E(W) subject to (1). ®) Using the solution to the basic bandwidth provisioning problem
(2), we assume; = (1+¢;)p1/m for agiven setofe; }, i.e., the
Unfortunately, the exact solution to this optimization problernarget utilization constraints (1) hold with equality. Under this
is in general difficult to obtain. It depends on both the particulaissumption, lefe; } be the solution to the optimization problem
forms of the traffic demand distributiofgp, } and the service max. ; V, and refer to them as the approximate optimal over-
QoS violation probabilitied3,. To circumvent this difficulty, provisioning parameters. In the following, we demonstrate how
in the following, we shall derive an approximate solution (d¢;} can be derived.
lower bound) based on the so-called link independence assumpdsing (7), we can rewritd’ as
tion: the link overload events (i.e., exceeding the target utiliza-

tion threshold) occur on different links independently. Clearly, V= Z(er — )Py — Z Py(er)

this assumption does not hold in reality, but it enables us to ex- r€R leL

pressB, in terms of Bi(p;, ¢;), the probability that the target + 3w [[(1 = Bi(pr 1))

utilization leveln; on link [ is exceeded, wherg = > ;. pr. reR ler

(Again, we may drop the variablesandc; in B;(p;, ¢;) if there

is no confusion.) Such link independence assumption has been — Z w0 | 1+ Z Pr (10)

used extensively in teletraffic analysis and capacity planning in reR vz P
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wherep; = > . pr- Now we are ready to present thd/G/oo traffic demand
AssumeB; is a continuous and everywhere differentiablenodel on each route. Consider an arbitrary routéd/e assume
function of¢;. (See Section V for a discrete case.) For each lirtkat the traffic demand (i.e., the average traffic arrival rate per

1, define unit time) is governed by the count procesk; };=o.1.2,... Of
. ~ . an M /G /oo queue. Lef, denote the mean traffic demand on
S1= Z TrpPr H [ = Bi(prs ex)] G 1) the ro/ute/. It is easy to see that = pu, wherep andy are the
riler ker k7l customer arrival rate and the mean service time, respectively, of
where(; = —dB(p1, 1)/ dc;. the M /G /oo queue. As traffic demands along all the routes are
Through some simple algebraic manipulation, it is not toassumed to be independent, the average overall traffic load on a
difficult to show that link lispy = 3 . 1c, Pr-
oV 9V g ovi(cr) .\ 7 _ Given the average overall Ioa_d_ and the link capacity;, _
e = De1 96, = (- e, ) —. (12) it can be shown that the probability that the total load on link

| exceeds; = ;¢ during any given unit of time is given by
Suppose thate; } are strictly positive, then a necessary cons;(p;, ¢;) = (Zji(EIH) pi/ilYe="'. Extending the definition

dition for them to be an optimal solution is that the gradieit  of Bi(p1, ¢;) to noninteger values af; by linear interpolation,

(with respect tof¢; }) must vanish at;’s. Thus, from (12) we at integer values of; define the derivative of3;(p;, ¢;) with

must have respect ta; to be the left derivative. ThedB;(p;, ¢;)/de; =
o Bl(ph Cl) — Bl(pl, cp — 1) Therefore
() _ g vier (13)
861 d ~
. . o . G =———DBilp1,c1)
Intuitively, 5; measures the sensitivity of potential penalty re- dey
duction to bandwidth increase on liikwhereas)®;(c;)/d¢; =m{Bi(pi, (mer — 1))
measures the sensitivity of bandwidth cost to bandwidth in- — Bi(pr,mer)}
crease on link. Hence, the optimal (or rather, the approximate e
. L _ . P —p1
optimal) overprovisioning parametef should be chosen such =M €
that the two values coincide. In the following discussion, we will [mer!

loosely refer tos; as the per-unit bandwidth gain in potentiaBy this definition of B;, we are able to obtain the (approximate)
penalty reduction and t@‘l’l(C!)/@Cl as the increase in per'unitoptimai overprovisioning parametesrlgs by Soiving (13)
bandwidth cost. We now discuss the shapes %f and ®; on (approximate)
In the above derivation of the approximate optimal solutiogptima| overprovisioning parameters's as well as their im-
to the static bandwidth provisioning problem, we have simpljcation in static bandwidth provisioning. Note first that the
assumed the existence @&f;, the probability that the target shape of; is determined by, which has a shape of (skewed)
utilization |eVe|’I71 on link [ is exceeded. The particular formbe”_shape With a center approximateiyfﬁt(it is essentia”y
of it depends on the distribution of (average) traffic demangspoisson probability density function). Henégjs a concave
on the link. In Subsections IV.A and IVB, we consider thUnction OfEl Z 0.1n particuiar’ there existé such thatgl is
different traffic demand models—a self-similar traffic demangn increasing function in the rangh/ gl] and a decreasing func-

model and a traffic demand model bas_ed on rea_\l Interne_t t_rafi‘jgn in the rangéé;, oo) (see Fig. 3). Intuitively, this means that
measurements to demonstrate the static bandwidth provisioniag; moves from 0 toward;, there is an increasing benefit in

problem. bandwidth overprovisioning in terms afducing potential QoS
i violation penalty However, as; moves beyond;, there is a
A. M/G /oo Traffic Demand Model diminished return in overprovisioning in terms of reducing po-

Since the pioneering work of [11], the self-similar (otential QoS violation penalty.
long-range dependent) property has been observed in Ethern&uppose tha®;’ is alinear function, i.e.®;(¢;) = ¢;c;. Then
local-area network [11], wide-area network [13], and Worl@®,;(c;)/dc; = ¢i. Hence, (13) becomes; = §;. Suppose
Wide Web traffic [7]. The observed self-similar property ofp; = §; holds for some; > 0. Because of the shape &f there
the Internet traffic has important implications on the dimerpotentially exists two solutions ; ande; 2,0 < ;1 < & < €2
sioning and provisioning of the IP networks. In this sectiorsuch thatp, = §;. In particular, as; is a decreasing function
we consider a traffic demand modélf/G /o, that captures in the ranggé;, o), €, 2 always exists. A9V /d¢; is positive
the (asymptotically) self-similar property of the Internet traffién the range(e; 1, €,2), and is negative in the rang¢® ¢; 1)
[12], [13]. and (e; 2, 00), we see that with respect to link V' is maxi-

Consider anM/G /oo queue, where the service time has anized at eithere] = ¢, or ate; = 0 (whereas it is mini-
heavy-tailed distribution. We assume that the distribution of timized ate; ;). Intuitively, when only a small amount of band-
service time has a finite mean. L&t, denote the number of width is overprovisioned on link, the per-unit bandwidth gain
customers in the system at timefor ¢t = 0,1,2,.... Then the in potential penalty reduction is too small to offset the per-unit
count proces$ X, }:1—o,1,2,... IS asymptotically self-similar. Let bandwidth cost, henc&] decreases. However, as we increases
p denote the customer arrival rate to the/ G /oo queue and.  the amount of bandwidth overprovisioned, the per-unit band-
the mean service time, théfy, has a Poisson marginal distribu-width gain in potential penalty reduction becomes sufficiently
tion with meanpp [6]. large and offsets the per-unit bandwidth cost, helicecreases
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Fig. 3. Relationship betweef, ¢, & ¢;. Fig. 4. Comparison o¥" and E(WW).

until it reaches a maximum. Due to the diminished return in tfR€r-unit bandwidth cosg; (i.e., moving up the line o), e
per-unit bandwidth gain in potential penalty reductidnde- decregges. In other words, as t_he bandW|dth cost increases, |F is
creases again when too much bandwidth is overprovisioned l@ﬁpeflmal to r_educe overprovisioned bandwidth so as to maxi-
link c. In the special case tha is such thatp, > § for all Mize the netincome. _
e > 0, then as)V /de, < 0, V attains its maximum at' = 0 In Fig. 4, we compare the lower boufdwith the actual ex-
with respect to linkl. Intuitively it says that when the per-unitPected netincome (W) for two given values ob (§ = 5 and
bandwidth cost on link is higher than the per-unit bandwidth30). For comparison, we also include the expected net income
gain in potential penalty reduction, there is no benefit in ovelt” under the basic static model, where the overprovisioning pa-
provisioning any bandwidth on linkto guide against any po- r_ametere;" is obtained from the static-penalty model. From the
tential QoS violation penalty. These observations can be digure, we see that for both valuesfthe lower bound” pro-
tended to other bandwidth cost functions such as concaveV¥les a reasonable approximation£gW). Note also that the
convex cost functions. In general, we see that the tradeoff sifference between the actual expected netincéiti¢’) under
tween the bandwidth cost and overprovisioning bandwidth {B€ Static-penalty model and the expected net incémender
guide against service QoS violations is critical to the probleme basic static is almost invisible. This is likely due to the fact
of SON bandwidth provisioning. It is also clear from the aboviat the additional revenue generated when the traffic demand
discussion that as the per-unit bandwidth cost decreases, trfafge€ds its long-term average (the first term#ifi)) and the
is more benefit in overprovisioning. Finally, we comment thatotential penalty incurred due to service QoS violations (the
from (11) and (13) and the above observations, we can coffird term in E(W)) cancel each other out on average. From
pute the approximate optimal overprovisioning paramefgss Fig. 4, itis clear that the lower bound depe_nds on the ch_0|ce of
using fixed-point approximation. 6. The smaller the, the closer the approximate revenUel_s

1) Numerical ExamplesWe conduct numerical studies tol0 the expected revenug(W). To further explore the relation
illustrate the properties of the analytic results we obtained aRgtween andV’, in Fig. 5 we plotV” as a function ob (upper
demonstrate the effects of various parameters on static baRtpt)- In the figure, we also include the overprovisioning param-
width provisioning. For this purpose, we consider a simple sétt€re; as afunction od (lower plot). We see that is a concave
ting: a single route over a single link. Numerical studies in mofénction ofé, and thus there is a uniqéghat maximized’. On
complex settings will be performed in a later section. the other hand;; is a nonincreasing function 6t

Unless otherwise stated, the following parameters will be T0 highlight the relationship between bandwidth cost and
used in the numerical studies: the long-term average traffi¥€rProvisioning, in Fig. 6 we plot the overprovisioning param-
demand on the route is 200 (measured in unit of bandwidth f&gre; as a function of the per-unit bandwidth cast We see
unit of time), i.e.,5.(= p;) = 200, ande, = 4, ¢; = 1, 7, = 2. that as the per-unit bandwidth gozsltdecrea_ses _(f_rom 2to 1),
We sets = 5 and the target utilization thresholg = 0.8. the overprovisioning parameterincreases, i.e., it is more ben-

Fig. 3 showss; as a function of; with three different values eficial to overprovision more bandwidth. This is not surprising.
of ., namely,r, = 1,2,3. In the figure, we also include a i
line corresponding tg, = 1 to illustrate howe; can be ob- B:- Measurement-Based Traffic Demand Model
tained as the solution t§ = ¢;. Recall from Section IV that A key property of the presented approximate optimal solution
€; = €12 (the right intersecting point). From Fig. 3, we see thab the static bandwidth provisioning problem is that it only relies
as the penalty, increases;; also increases. Hence, for higheon the marginal distribution of the traffic demand on each link.
penalty itis necessary to overprovision more bandwidth to guittethis section, we will study the static bandwidth provisioning
against potential QoS violations. Likewise, as we increase thmblem based on the measurements of real Internet traffic. That
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is, we estimate the marginal distributions of the traffic demandsgghttime should be switched during the transition times based
on the links by the long-term measurements of the traffic datar) certain criteria, which is not considered in this paper.
and then apply the estimated marginal distributions of the traffic Now let us consider the properties of the daytime and the
demands to our static bandwidth provisioning problem. nighttime traffic demands. The mean traffic arrival rate is
The data trace we will use was collected at the University @1 Mb/s over the whole daytime duration, and 0.6 Mb/s over
Auckland Internet access link on December 1, 1999, and lasteé nighttime duration. Fig. 8 plots the histograms of the
roughly for 24 hours (referred to as tieickland data trace traffic demands for the daytime (left-hand side) and nighttime
[15]. In the Auckland data trace, there are in total 32 628 0@dght-hand side) separately, where the bin sizes for the daytime
packet arrivals. Fig. 7 presents the average traffic arrival rateaffic demands and the nighttime traffic demands are 100
(i.e., traffic demands) of the Auckland data trace, where eaahd 50 kb/s, respectively. From the plots, we see that the
point represents the average traffic demand for a 5-min time aytime traffic demands are relatively symmetrically centered
terval (whichis also used as the base unit of time,fi.e.5 min; at its mean arrival rate, while the nighttime traffic demands
see Fig. 2). Given the largely different traffic arrival patternare more skewed. In the following studies, we will model
during the daytime and nighttime, we will accordingly provisiothe daytime traffic demands byNormal distribution and the
bandwidth differently for them, where the daytime is defined tighttime traffic demands bylaognormaldistribution to retain
be from 10:00 AM to 5:00 PM and nighttime from 7:00 PMthe different traffic characteristics during the daytime and the
to 7:00 AM. We will refer to the traffic demands during thenighttime. Table | presents the mean traffic demands and the
daytime and nighttime agaytime traffic demandndnighttime standard deviations (STD) of the daytime and nighttime traffic
traffic demandrespectively. All other times are considered to bdemands, where the base unit of bandwidth (traffic demand) is
transition times. The bandwidth provisioned for the daytime aridkb/s.
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o— TABLE |
o =2 PROVISIONING FOR THEAUCKLAND TRAFFIC DEMANDS
45r o iy, + =3 T
s * e X )
Z +¥+ Unit bandwidth price (¢) Mean STD COV 6; V

Day-time | 2096 | 442 0.21 0.67 | 3446
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In the following, we will conduct numerical studies to illus- _
trate the static bandwidth provisioning using the Auckland dafg- 10- SON topologies. (a) Tree. (b) Mesh tree.
trace. In all these studies, we again consider the simple setting: a . o .
single route over a single link. The per-unit bandwidth per-uri@@rametek; = 0.67, while for the nighttime traffic demands
time earninge, = 4, and¢; = 1, 7, = 2. We set the target ¢ = 0. The reason is that even though the average traffic
utilization thresholdy, = 0.8. demands during nighttime are much lower than that during

Similar to the numerical example for thé/G /oo traffic de- daytime, we observe a much higher traffic demand fluctuation
mand model, in Fig. 9, we shogy as a function of; with three during the nighttime than during the daytime (see Table |
different values ofr,, namely,r, = 1,2,3, for the daytime for their corresponding coefficients of variance). It is too
traffic demands. The value @fused is 140. In the figure, we expensive to accommodate this high traffic demand variance
also include a line corresponding ¢ = 1 to illustrate how during the nighttime ¢ » is dramatically large), therefore, no
¢; can be obtained as the solution@o= ¢, [see (13)]. Fol- Overprovisioning is prqwded in this case. During (_jay'glme_, the
lowing a similar argument as that in Section IV-A, there poteffPer-unit time) approximate revenue is 3446, which is higher
tially exists two solutions; ; ande; 5, 0 < €1 < €5 such that than that during the nighttime (1672). This is not unexpected.
¢1 = §. Moreover, with respect to link, V' is maximized at
eithere; = ¢, 5 or ate; = 0. From Fig. 9, we can draw the sim-
ilar conclusions as that in thef/G /oo traffic demand model.  We now use two SON topologies—tlwee [Fig. 10(a)] and
In particular, we see that as the penatfyincreasess; also in- the mesh-tree [Fig. 10(b)] topologies—to illustrate the effect
creases. Hence, for higher penalty it is necessary to overprasitraffic load distribution among various routes of an SON on
sion more bandwidth to guide against potential QoS violatiorstatic bandwidth provisioning. In the following — b denotes
Likewise, as we increase the per-unit bandwidth efsfi.e., a route from service gatewayto service gateway. The path
moving up the line ofy;), ¢; decreases. In other words, as thavith minimum hop-count (i.e., service gateways) is used as the
bandwidth cost increases, it is beneficial to reduce overprovoute between two service gateways. In case there are two such
sioned bandwidth so as to maximize the net income. Howevpaths, only one is chosen. In the numerical studies below, we
compared with the result in Fig. 3, we see that we obtain largeill use the M /G /o traffic demand model. We set. = 10,
overprovisioning parameters here. This is caused by the high= 2 for all the routes, ang; = 1 for all the links. The value
traffic fluctuation in the Auckland data trace. Table | gives thef § is chosen in such a way th&t = 1/40p,..
coefficient of varianc€C.0.V.) for the daytime and the night- In the tree topology, four routes are usdtl: = S3 — C1,
time traffic demands. This value (0.21) is much higherthanth&2 = S1 — C1, R3 = S4 — C2,andR4 = S2 — (C2.
in Fig. 3, which is 0.07. To investigate the effects of different traffic loads on bandwidth

To compare the different provisioning behaviors duringrovisioning, we consider two types of traffic load distribution
the daytime and nighttime, we present the overprovisionirggnong the routes: tHealancedoad where the expected traffic
parameters for both the daytime and nighttime traffic demandemand for all routes is 200, and thabalancedoad where
in Table I. To obtain these results, we have searched for the bibst expected traffic demands on routes, R2, R3, andR4
0’s that yield the maximal'’s, respectively. In the table, we are 300, 100, 250, and 150, respectively. Table Il presents the
also include the approximate revenues (per-unit time) for resulting overprovisioning parametegrand provisioned band-
the daytime and nighttime traffic demands. From the table, wadth ¢; for six representative links: link 1, 4, 5, 7, 8, and 9.
see that for the daytime traffic demands, the overprovisionifgne corresponding average traffic log@ls on these four links

C. Performance Evaluation
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TABLE I it is likely that the underlying network domains will charge the
TREE TOPOLOGY SON different prices for statically provisioned and dynamically
Link ID 1 4 5 7 8 9 allocated bandwidth. Hence, we assume that for eachllink

pi | 400 | 200 | 800 | 200 | 200 | 400 the cost for reserving; amount of bandwidtlstatically is, as

Balanced | ¢ | 026] 03 [ 023 ] 03 | 03 | 026 before, ®;(¢;); while the cost of reserving the same amount

c | 630 | 325 | 1230 | 325 | 325 | 630 of bandwidth dynamically is}(c;), where®(¢;) > @;(c).

pi | 400 | 250 | 800 | 100 | 150 | 250 Given this price differentiala key question for the SON is to

Unbalanced | ef | 0.26 | 027 | 0.23 | 041 | 0.34 | 033 | determine how much bandwidth should be reserved statically

c | 630 | 397 | 1230 | 176 | 251 | 416 | on each linkl a priori to meet certain base traffic demands,
while dynamically allocating bandwidth to meet the additional

TABLE 11l traffic demands as needetihe objective is again to maximize
MESHTREE ToPoLOGY the overall long-term expected net income of the SON.
Link ID 2 6 11 18 19 21 To focus on the dynamic bandwidth problem, we assume that

pi | 1200 | 800 | 400 | 400 | 400 | 200 the underlying network domains possess abundant bandwidth
Balanced | ¢ | 022 | 023 [ 026 | 0.26 | 0.26 | 0.3 that the dynamic requests for additional bandwidth from the
c | 1830 | 1230 | 630 | 630 | 630 | 325 | SON are always satisfied. In other words, no request is blocked.
pi_| 1350 | 1100 | 500 | 400 | 400 | 100 | ynder this assumption, for a given traffic demand mafyix},
Unbalanced | ¢f | 021 | 02 | 0.24 ] 0.26 | 0.26 | 041 | g possible to compute the expected additional bandwidth that
¢ | 2042 | 1650 | 775 | 630 | 630 | 176 needs to be dynamically allocated to meet the traffic demands.
This can be done, for example, using the/G /oo traffic de-
are also given in the table. From the results, we see that ungeind model introduced in Section IV. However, such precise
the balanced load, links with a higher average traffic load hafttermulation is extremely complicated, and consequently, the
a smaller overprovisioning parameter. This is due to statistiedrresponding optimization problem is unlikely to be tractable.
multiplexing gains for carrying a higher load on a link. In then the following, we will first describe an approximate model
unbalanced case, similar results can be observed. Note that @yg§ed on the marginal distributions of the traffic demands on
though links 4 and 9 have the same traffic demand load, they @@ inks of the overlay network, and then present an adaptive

overprovisioned differently. This is because there are two routgsyristic algorithm for dynamic bandwidth provisioning based
traversing link 9 while there is only one on link 4. on online traffic measurements.

We now consider the mesh-tree topology. In this case, there
are ten routesR1 = S1 — C1, R2 = S2 — (C2, R3 = A, Approximate Model
S3 — C1(1),R4 =S4 — C2(),R5 = S1 — C3 (3),
R6 = S2 — C4(3), R7T = S3 — (C3, R8 = S4 — (4, . . R . .
R9 — §5 — C5, andR10 = S5 — C6. The number in provisioned staupallya priori. Given a traff!c demand matnx
the parentheses following a route shows a link that the rou{t@T}’ we appro>§|mate the expected additional bandW|dth that
traverses in case there are multiple paths between the sourceBHa! be Qynamlcally.reserved to meet the traffic demands by
destination with the same path length. Again for the balancEtf following expression:
load case, all the routes have an average traffic demand of 200, A {
cl =

Suppose for each linke L, ¢; amount of bandwidth has been

while for the unbalanced load case, the average demands for
routesR1 to R10 are 300, 250, 100, 150, 300, 250, 100, 150, . .
300, and 100, respectively. Table Il shows the resuits for sf{'€rert = 2 ier Pr- ThenAc; > Oif and only if py > micy.

representative links: link 2, 6,11, 18,19, and 21. From the table,USIng (14), we can write the approximate overall netincome

we can see that similar observations also hold for the mesh-tH88 SON generates for the given traffic demand maftpix}:

topology. W) =3 eopr = S @i(c) - 3 @)(Acr).  (15)

In this section, we have studied the static bandwidth provi- ek el el
sioning mode, where during a relatively long period, the pro- . ; . -
visioned bandwidth on a link will not be changed. The Stat(i?n{teg}rawﬂegh(;r\}/smh sides of (15) over the (joint) distribution of
bandwidth provisioning mode is simple in bandwidth manage- Pris

ment, but may resultin inefficient bandwidth usage facing traffigy 13y — _ P _ /-/<I>’ Acd ‘
demand fluctuations. In Section V, we will study the dynamic (W)= erpr =3 ®ilc) =3 1(Acy)d{pr}

L c,}+ (14)

T

rE€R leL leL
bandwidth provisioning mode, where the link bandwidth can be (16)
dynamically adjusted according to the traffic demand fluctua- The dynamic bandwidth provisioning problem can now be
tions in relatively shorter time intervals. formulated as the following optimization problem:

V. DYNAMIC BANDWIDTH PROVISIONING max E(W). 17

{e:}

In this section, we study the dynamic bandwidth provisioningote that unlike the static bandwidth provisioning problem,
problem. As pointed out in Section Il, to account for the potemere we do not have any explicit QoS or target utilization con-
tial higher cost in supporting dynamic bandwidth provisioningtraints. This is because we implicitly assume that whenever the
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target utilization threshold is about to be exceeded, additior_ ’
bandwidth is dynamically allocated on the link to meet th“2°°' ]
service QoS. We will refer to the optimization problem (17) as 1sof .
the approximate modelor dynamic bandwidth provisioning. éwo
In the following, we will present an (approximate) solution tcs

the approximate model of the dynamic bandwidth provisionirs *| ]
problem. For the detailed analysis, please refer to the techni % 11 12 13 14 15 16 17 18 19 2

report version of this paper [18].

Assume both bandwidth cost functions are linear, i.e., for ag sso ‘ ‘ ‘ ‘ ‘ ‘ 1 , ‘
leL, <I>l(cl) b and®)(Ac;) = ¢jAcy, whereg, < ¢ for 3,60 i
anyl. Letc be such thaPr{p; > mic;} = ¢:1/¢;. Then the set
of ¢j’s is an (approximate) solution to the dynamic bandwidt
provisioning problem, i.es; is the amount of bandwidth to be §
statically provisioned, while the portion to be dynamically aIIOv 542
cated on link is given by (14), for a given traffic demand matrlxx 540 . s s ) ) ‘ s , :

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
{pT } New unit bandwidth price

e (E

546 4

te reven

8544 B

An intuitive interpretation of the above results is that under
the dynamic bandwidth allocation model, we need to statlcarfﬂ
reserve at mosf amount of bandwidth on each lidkwhere the
probability that the (average) aggregate load on liekceeds Al
the statically reserved link bandwidth equals the ratio of the
two prices on the link, ¢;/¢). In the special case thai = ¢/, 8
i.e., the unit price of dynamically allocated bandwidth is the ||
same as that of the statically reserved one, we have 0.
Hence, in this case, no static capacity needs to be reserved. 14r
1) Numerical Examplesin this section, we perform numer-
ical studies to illustrate the properties of the dynamic bandwidts
provisioning model and compare it with the static bandwidtkg
provisioning model. Unless otherwise stated, the per-unit bané&
width per-unit time earning,. = 4, and¢; = 1, ¢, = 1.5. The osr
target link utilization threshold, is 0.8. 06
In the first set of studies, we examine the effects of the
per-unit bandwidth pricep; for dynamically allocated band-
width on the amount of bandwidth provisioned statically ,, . . ‘ ‘ . ‘ ‘
a priofi ¢; and the approximate revenug(W). In these  *° " cesvaticdemana 01
studies, we use the simple network setting: a single route over _ _ _ o
a single link. The traffic demand model J&/G//oc and the Fig. 12. Dynamic versus static bandwidth provisioning.
long-term average traffic demand on the route is 200. Fig. 11
presents the bandwidth provisioned statically(upper plot) traffic load model and assume the traffic demand on each route
and the approximate revenu& W) (lower plot) as functions is governed by thé//G /oo model. For static bandwidth pro-
of ¢}, respectively. From the figure, we see that as the per-umisioning, =,, = 2. Fig. 12 presents the approximate revenue
bandwidth price for dynamically allocated bandwidth increasess a function of the (long-term) average traffic demands for
more bandwidth needs to be provisioned staticallpriori. dynamic and static bandwidth provisioning, respectively. From
However, the increase in the amount of static bandwidth fise figure, we see that for both dynamic and static bandwidth
not dramatic ag; increases fromp; = 1.1to ¢; = 2. On the provisioning models the approximate revenue increases as the
other hand, as we increase the price for dynamically allocataderage traffic demand increases, and the dynamic bandwidth
bandwidth, the approximate revenEéW) decreases. This is provisioning has a higher approximate revenue than that of the
partly due to the fact that an SON needs to statically provisiatatic bandwidth provisioning. Moreover, as the average traffic
more bandwidtha priori on each link, as well as the fact thatdemand increases, the difference between the approximate rev-
the SON needs to pay more for the dynamically allocateshues of the dynamic bandwidth provisioning and the static
bandwidth. bandwidth provisioning becomes larger. This is possibly due to
In the next set of numerical studies, we compare the dynantie fact that, as the average traffic demand on a route increases,
bandwidth provisioning model with the static bandwidth provitraffic along the route becomes more bursty (recall that the mar-
sioning model in terms of the approximate revenues obtaingginal distribution of traffic demand on a route is Poisson), and
using the tree network topology [Fig. 10(a)], with a similar sethe dynamic bandwidth provisioning model works better than
ting as that in Section IV-C. In particular, we use the balancéhle static bandwidth provisioning in this case.

Effects ofp, one, and E(W).

evenue

1.2

—»— Dynamic bandwidth provisioning
—©- Static bandwidth provisioning

0.4
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B. Adaptive Online Bandwidth Provisioning Algorithm

In developing the approximate dynamic bandwidth pro %[
visioning model, we have assumed that the (average) traff
demands are knowa priori for determining the additional
bandwidth that must be dynamically allocated to meet th; |
traffic demands [see (14)]. In this section, we present a% i
adaptive online bandwidth provisioning model (or, simplyésm, /\‘J [
online dynamic model) that dynamically adjust the allocater AR
bandwidth on a link according to the measurement of the traffig zsoo
demands on the links of the network.

As before, lefp, denote the long-term average traffic demanc /"
on router, andp; = ) ..., pr denote the long-term average
traffic demand on link. Based on the measurement of the traffic
demands on the links, our target in this section is to determir g, . . . , . . .
the amount of bandwidtty that should be statically provisioned ’ ° “ ' Time it s minves) " * *

a priori to meet certain base traffic demands, and the amount of ] ] o ) ]
bandwidthA¢; that should be allocated dynamically to accoml;]lgaﬁ. Dynamic bandwidth provisioning with approximate model and online
modate the traffic demand dynamics in the network.

Let ¢t denote a fixed time interval. In the online dynamic
model, the average traffic demapd during each such time
interval is calculated at the end of the time interval. Based Because the online dynamic model only adjusts bandwidth
on the measured average traffic demands and the contra®gdhe links at the end of the each measurement interval, it is
service QoS, the bandwidth allocated on each link will be agossible that the service QoS is violated during the course of the
justed accordingly at the end of the time interval. Moreover, tifgeasurement time interval. As in static bandwidth provisioning
resulted bandwidth will be kept constant during the next me#ith penalty in Section IV, certain penalty will apply in this case.
surement time interval. In other words, the allocated bandwidkét 7 denote the average penalty suffered by per unit of traffic
is only adjusted at the end of each measurement time inten@gmand per unit of time (the measurement time interval) along
To reduce the frequency of allocating additional bandwidttputer when the service QoS along routés violated Then the
or de-allocating extra bandwidth caused by short-term traffievenue of the online dynamic model for a measurement time
fluctuations, bandwidth will be allocated in units of quotainterval is
which is a chunk of bandwidth [17] and normally much larger
than one unit of bandwidth. In the following, we will denote” = Y _ €xpr — »_ ®i(c)) = > ®(Acy)

4000

the size of a quota b§ (in unit of bandwidth). reR leL leL
Let ¢; denote the amount of bandwidth that has been provi- - Z Trpr L /Ciomiery  (19)
sioned staticallya priori. In the online dynamic modet; is rER

chosen in such a manner that, if the average traffic demand on a

link I does not exceep, the service QoS will be honored, j.¢. Where the indicator functioh,, /¢, > ey = 11f p/Cu>m
holds for any linkl on router, O otherwise.

In the following, we perform numerical studies to illustrate
the bandwidth allocation behavior of the online dynamic model.
The studies are carried out in the simple network setting using
Note that the initial static bandwidth is allocated in units othe daytime traffic demands of the Auckland data trace (see
quota. Fig. 7). The following parameters are used. The base unit of

Next, we discuss the allocation of additional bandwidth artshndwidth for the Auckland data trace is 1 kb/s. The measure-
deallocation of extra bandwidth on an arbitrary lihkTo re- ment time interval (i.e., unit time) is 5 min. The per-unit band-
duce the possibility that the service QoS is violated, the onlingdth per-unit time earning, = 4, and¢; = 1, ¢; = 1.5,
dynamic model will allocate the additional bandwidth (a new, = 2. The target utilization thresholgi = 0.8. The size of
quota) when the average traffic demand is approaching the targeota® = 0.60, whereo is the standard deviation of the day-
link utilization level threshold, instead of until the threshold isime traffic demands of the Auckland data trace (see Table ).
exceeded. Let/ denote a positive number arig the current The forward and backward threshald= .* = 0.30.
total bandwidth on link, i.e.,C; = ¢;+Ac¢;. Then an additional ~ Fig. 13 presents the average traffic demands (per 5 min) and
quota will be allocated onto linkif p; > Cin — «f, where./  the corresponding provisioned bandwidth in the online dynamic
is the forward threshold for allocating a new quota. Similarly, amodel. For the purpose of comparison, we also include the
backward threshold for deallocating an extra quota is definedlzendwidth provisioning behavior of the approximate dynamic
(denoted by’ (a positive number)): an extra quota is releasedodel. From the figure, we see that the online dynamic model
from link / only if p; < (Cy — @)y — . is able to adjust the link bandwidth according to the dynamics

ol
= r2.7e. 18
¢l (m@ (18)
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TABLE IV like static and dynamic bandwidth costs on the revenue that an
PER-UNIT TIME AVERAGE REVENUE SON can obtain, which provides useful guidelines on how an
Approximate model | Online model SON should be provisioned to stay profitable.
Average revenue 5468 4152 In this paper, we have assumed the route between a source

gateway and a destination gateway is predetermined. Currently,
we are investigating the functionalities of the service gateways

of the traffic demands on the link and, meanwhile, remalﬁgsupportofserwce aware (multipath) routing, which will have

insensitive to small shorttime fluctuations in traffic demano@reat impact on how an SON should be provisioned.

(for example, see the provisioned bandwidth at times 24, 25,
and 26). Because of the nature of the online dynamic model,
sometimes the bandwidth on a link could be less than the
average traffic demand on the link (for example, at time 14),
where a penalty will apply. (A penalty may apply in other From (4) and (5), it is easy to see that
cases.) Note also that, under this parameter setting, the apptﬁtw] Rerﬁr Z B, (¢,

APPENDIX |
'A LOWER BOUND ON E (W) OF THE STATIC BANDWIDTH
PROVISIONING WITH PENALTY

imate dynamic model has a smaller initial static bandwid
than the online dynamic model. Moreover, the approximate
dynamic model is more sensitive to the fluctuations in traffic / / 7w pr B ({pr })d{pr}.  (20)
demands than the online dynamic model. T'ER {pr}

Table IV gives the mean revenues (per-unit time) of the aptoreover
proximate dynamic model and the online dynamic model, av-
eraged over the whole duration of the daytime traffic demands / / T pr Brr ({07 })d{ pr }
of the Auckland data trace. From the table, we see that the ap- r'E€R {or}
proximate dynamic model has a higher per-unit time average
revenue than the online dynamic model. There are two possible

(S leL

>/ /{ O o Bu(p D)

reasons. First, under this parameter setting, the amount of initial e (o0}

static bandwidth is larger than the approximate dynamic model, + Z / </ / )
therefore, it results in more cost on the overlay. Second, the on- " ERTER, W#r' b LU —

line dynamic model is measurement based and the bandwidth X 1y ppr B ({pr D d{pr}

on a link is only adjusted at the end of the measurement time {0}

intervals. Consequently, as we discussed before, service QoS + Z / ( / / )

could be violated during a time interval and incurs penalty on rER {0}p s

the overlay. However, the online dynamic model has the advan- X Tt prr B ({pr })d{ pr } (21)
tage that it does not make any assumption about the (avera e) . .

traffic demands (except the long-term average traffic dema’rg ‘{erd) < Bre({pr}) whenp, < pr, ¥

and its standard deviation).

/ /{{p" 7 prr B ({pr })d{ 1}

{pr}
VI. CONCLUSIONS AND FUTURE WORK < // Tyt P Brr ({pr ) d{ - }
{0}

In this paper, we studied the bandwidth provisioning problem < 7 B ({67 }) v (22)
for the service overlay networks. We considered both the StatICNOtICEB
and dynamic bandwidth provisioning models and our study to%
into account various factors such as QoS, traffic demand distri-

butions, and bandwidth costs. oo {oo} 5 ;
The approximate optimal solution we presented to the static /ﬁ B //{ mripriBri({pr})dipr}

({pr}) £ 1 and the definition ob, we have (note

bandwidth provisioning problem is generic in the sense that it Orrn 0o 0o

applies to different marginal distributions of the traffic demands < / < / wr,pr,dpr,> dprn

on the routes in a network, which makes the solution very prir \JO

attractive facing different traffic arrival behaviors. The static < b f ARy (23)
bandwidth provisioning model is simple in terms of network Prn

resource management but may result in inefficient network Similarly

resource usage if the traffic demands are highly variable. | {00}
this kind of environment, the dynamic bandwidth prowsmmnj </ / ) 1P Brr({pr })d{ prr }
model outperforms the static bandwidth provisioning modelp- {0} r—rs

albeit with more complex and frequent network resource man-

. . . < dpy <m0, (24
agements. We investigated the effects of various parameters = / mrpridpr < b (24)

prs
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Substituting (22), (23), and (24) into (21), and then recu
sively into (20), we have

EW) 2 epr—y_ ®(c) =Y mprBr({pn})
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