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ABSTRACT

As the Internet continues to grow, the tasks of operations and management of IP networks and systems are becoming more and more difficult. One of the most critical deficiencies of SNMP has been in the area of configuration management because of a limited information modeling and management operations. Also, SNMP over UDP provides the restrictive retrievals of bulk data. Recently, much attention has been given to the use of XML technology to network and service management as an alternative or complementary approach to SNMP. The latest IETF’s effort on configuration management, Netconf WG is in progress. In this thesis, we make some suggestions for improvement to the current Netconf protocol. Then we introduce XML-based configuration management and present the architecture and implementation of an XML-based configuration management system (XCMS). XCMS uses SOAP to take advantage of RPC interfaces and WSDL to notify the various management services of agents to the manager. As an addressing method to select the specific configuration, we chose XPath, which is redefined to support only the necessary expression from the agent aspect. We propose management information modeling with dependencies among managed objects. Moreover, we show the performance evaluations and validate the efficiency of the XCMS.
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1. Introduction

The rapid pace of Internet evolution is currently witnessing the emergence of diverse network devices. Current IP networks are complex and are composed of various network devices. Efficient network management systems are necessary to manage these networks and devices. Since it was introduced in the late 1980s, the Simple Network Management Protocol (SNMP) [1] is the most widely used method for network management on the Internet. However, the SNMP management framework has some limitations concerning management information modeling, management protocols, and configuration management [2].

SNMP defines the management information base (MIB) using Structure of Management Information (SMI). The SNMP SMI is insufficient to present management information because it does not support such concepts as structured data types, objects, or methods. Also, the SNMP MIB is based on a simple hierarchy structure in the form of a tree, so it is difficult to present dependencies among objects. The SNMP protocol provides limited operations such as Get, Set, Trap and GetBulk, so it is difficult to improve management functionalities. Because SNMP transfers management information over UDP, it does not support bulk data retrievals in a reliable manner. The SNMP over UDP merely supports the transport of SNMP messages of a size up to 484 bytes, which is too small for bulk data transfers. Also, SNMP retransmits important data at the application level because of the unreliability in UDP. These weaknesses with SNMP especially influence configuration management which needs to retrieve or modify bulk data using the Object Identifier (OID), and provide complex dependencies between managed objects.
To overcome these weaknesses with SNMP, approaches have been attempted in recent years, but all have failed to be adopted as standards [2]. One such failure is the SMIng of IETF Network Management Research Group (NMRG), which was designed to improve the expressive power of the SMI language. To overcome the problem of unreliable transport, NMRG defined a transport mapping for SNMP over TCP to allow for larger SNMP messages to be transported in a reliable manner. However, this effort also failed to be adopted as a standard.

As the evolutionary approach to solve such problems with SNMP, Extensible Markup Language (XML) [3] technologies, such as the XML Schema [4], Document Object Model (DOM) API [5], XML Path Language (XPath) [6], Extensible Style-sheet Language (XSL) [7], Simple Object Access Protocol (SOAP) [8], Web Services Description Language (WSDL) [9], etc., are being applied to configuration management. A standardization process of configuration management for network devices using XML technologies is also in progress.

The Network Configuration (Netconf) working group (WG) [10] organized by IETF is responsible for this standardization work. In more detail, the standardization primarily focuses on a management protocol, which is a message format used between a manager and an agent. This entire process of standardization fulfills operational needs for the manager and agent on various network devices manufactured by different vendors and guarantees interoperability. Major network device vendors, such as Cisco and Juniper Networks, integrate the XML-based agent in their products and are actively participating in the Netconf standardization work.

The Netconf protocol uses the RPC mechanism, so it defines the RPC
operations with XML tags. The RPC mechanism easily provides additional operations except base operations to improve the management functionalities unlike the limited operations of SNMP. This means every agent can serve the different management services and have various capabilities. Until now, little implementation work has been done using the Netconf protocol.

For the successful deployment of a standard management protocol, we need to demonstrate the feasibility and effectiveness of the new protocol to the operators and administrators. This thesis identifies problems in the current Netconf proposal and suggests possible solutions. This thesis hopes to demonstrate that by designing and implementing an XML-based Configuration Management System (XCMS) based on Netconf. Figure 1 is a high-level architecture of our XCMS, where the XML-based manager controls multiple network devices equipped with XML-based configuration management agents.

![High Level XCMS Architecture](image)

**Figure 1. High Level XCMS Architecture**
XCMS uses SOAP over HTTP to take advantage of RPC interfaces and WSDL to notify the various management services of agents to the manager. In addition, WSDL in the agent defines the manager’s RPC operations to receive asynchronous notification like the SNMP trap operation. As an addressing method to select the specific configuration, we choose XPath, which is redefined to support only the necessary expression from the agent aspect of configuration management. We propose management information modeling with dependencies among managed objects, by using the attribute. A dependency means that the modification of some objects influences certain other objects.

The organization of this thesis is as follows. Chapter 2 presents an overview of XML technologies, and introduces related work on XML-based network management. Also, it shows the details of Netconf protocol for configuration management. In Chapter 3, we describe the architecture for XML-based Configuration Management and propose several points for improvement of Netconf. Implement experience of XCMS for IP gateway (IP sharing device) is described in Chapter 4, and performance analysis results are presented in Chapter 5. Lastly, we summarize our work and discuss directions for future research in Chapter 6.
2. Related Work

In this chapter, we first explain XML related technologies that are applicable to network management. We also introduce related work on XML-based network management performed by others and present the details of Netconf protocol.

2.1. XML Related Technologies

- **DTD and XML Schema**: XML has two fundamental approaches to define the XML document structure: Document Type Definition (DTD) and XML Schema [4]. The DTD is used to specify a content model for each element. The content description is part of the element declaration in the DTD, and specifies the order and quantity of elements that can be contained within the element being declared. That is, the DTD is used to specify a property for each element in addition to the relationship between the elements. However, because the DTD does not support a complex information model, another modeling mechanism, the XML Schema, was proposed. The XML Schema substantially revised and extended the capabilities found in XML DTDs. The XML Schema is based on XML, so it can be parsed and manipulated in exactly the same manner as XML documents through the standard API. The XML Schema supports a variety of data types (44 kinds of basic types), while the DTD treats all data as strings or enumerated strings. The XML Schema also allows inheritance relationships between elements and supports namespace integration.

- **XSL and XSLT**: Extensible Stylesheet Language (XSL) [7] is a mark-up language designed for illustrating the method to display XML documents on the
Web. XML documents describe only the contents and the structure of the contents. An XSL stylesheet specifies the presentation of a class of XML documents by describing how an instance of the class is transformed into an XML document that uses a formatting vocabulary. That is, XSL enables XML to separate contents from presentation. XSL consists of two parts: a language for transforming XML documents, and an XML vocabulary for specifying formatting semantics. The style sheet technology to transform documents is XSL Transformation (XSLT) [11], which is a subset of XSL technology that fully supports the transformation of an XML document from one format into another, such as HTML or another custom XML document type. The reason for publishing the XSLT specification separately from XSL is that XML documents can be displayed, providing an easy display format for end users by transforming XML documents without a need for formatting semantics.

- **DOM and SAX**: The Document Object Model (DOM) [5] is a platform- and language-independent interface that allows programs and scripts to dynamically access and update the content, structure, and style of documents. The DOM is an API for valid HTML and well-formed XML documents. The Simple API for XML (SAX) [12] is an event-driven and serial-access mechanism for accessing XML documents. A DOM parser parses the XML document and creates a DOM tree which keeps the entire structure in memory at the same time, while SAX reads the XML document in sequential order and generates an event for a specific element. Therefore, if the application calls for sequential access to XML documents, SAX can be much faster than other methods without requiring much
system overhead. However, it does not provide the hierarchical information that a DOM parser provides. A SAX parser generates events such as the start of an element and the end of an element, while accessing the XML document. By capturing the event, applications can process operations, such as gaining the name and attribute of the element.

- **XPath**: XPath [6] is a language used to identify particular sections of an XML document. XPath has a compact, non-XML syntax to be used within URIs [37] and XML attribute values, and operates on the abstract, logical structure of an XML document. Each node in an XML document is indicated by its position, type, and content using XPath.

- **XQuery and Xupdate**: Xquery [13], a query language for XML, is designed to be broadly applicable across all types of XML data sources, such as structured and semi-structured documents, relational databases, and object repositories. Xquery uses XPath for path expression. Further, Xquery provides such features as filtering documents, joining across multiple data sources, and grouping the contents. Xupdate [14] is an update language, which provides open and flexible update facilities to insert, update, and delete data in XML documents. The Xupdate language is expressed as a well-formed XML document, and uses XPath for selecting elements and conditional processing.

- **SOAP**: Simple Object Access Protocol (SOAP) [8] is a lightweight protocol for exchanging information in a distributed environment. It is an XML-based protocol that consists of three parts: an envelope that defines a framework for describing the contents of a message and how to process it, a set of encoding rules
for expressing instances of application-defined data types, and a convention for representing remote procedure calls and responses. SOAP defines the use of XML and HTTP or SMTP to access services, objects, and servers in a platform- and language-independent manner.

- **WSDL**: Web Services Description Language (WSDL) [9] is an XML-based language used to define Web Services and describe how to access them. A WSDL document is a collection of one or more service definitions. The document contains a root XML element named definitions, which contains the service definitions. The definitions element can also contain an optional targetNamespace attribute, which specifies the URI associated with the service definitions. WSDL defines services as collections of network endpoints. These endpoints are defined as ports in WSDL. WSDL separates the service ports and their associated messages from the network protocol binding. The combination of a binding and a network address results in a port, and a service is defined as a collection of those ports.

### 2.2. XML-based Network Management

- **WBEM**: Web-based enterprise management (WBEM) [15] is an initiative of the DMTF that includes a set of technologies that enables the interoperable management of an enterprise network. WBEM defines an information model called the Common Information Model (CIM) which is an object-oriented schema for modeling managed objects. These managed objects are the representations of real resources, and the schema provides a single data
description mechanism for all types of resources. WBEM provides an information standard that defines how data is represented, and a process standard that defines how the components interact. Obviously, a method for accessing CIM data is required. The DMTF defines the CIM to XML mapping and CIM operations over HTTP. The specification of the CIM to XML mapping defines the XML Schema used to describe the CIM object in XML for encapsulation over HTTP. Both CIM classes and instances must be valid XML documents for this schema. The CIM operations over HTTP allow implementations of CIM to operate in an open, standard manner. It describes how CIM operations are encoded in the HTTP payload using XML, and defines the syntax and semantics of the operation requests and their corresponding responses. WBEM uses XML only for object and operation encoding. WBEM is currently being updated to include emerging standards, such as SOAP.

- **WIMA**: J.P. Martin-Flatin was one of the first to propose using XML for integrated management in his work on Web-based integrated network management architecture (WIMA) [16]. WIMA showed that the push-based network management is more appropriate than pull-based network management. A WIMA-based research prototype, JAva MAnagement Platform (JAMAP), implemented a push-based network management using Java technology. WIMA provided a way to exchange management information between a manager and an agent through HTTP. HTTP messages are structured with a multipurpose Internet mail extensions (MIME) multipart. Each MIME part can be an XML document, a binary file, or BER-encoded
SNMP data. By separating the communication and information models, WIMA allows management applications to transfer SNMP, CIM, or other management data. WIMA showed that XML is especially convenient for distributed and integrated management, for dealing with multiple information models and for supporting high-level semantics.

- **XNM:** We proposed XML-based network management (XNM) using Embedded Web Server (EWS) [17]. This architecture has two key components: Web-Based Management (WBM) agent and WBM manager. It extended the use of EWS for element management to Web-based network management architecture platform by adding XML functionalities. XNM uses XML to transfer management information over HTTP between an agent and a manager. XNM also uses DOM to represent and process management data and XPath to access the specific part of management data.

- **XNAMI:** John, et al. proposed an XML-based architecture for SNMP management of network and application, called XNAMI [18]. This is an example of an XML-based management communication architecture that permits a manager system to extend the agent’s MIB within the SNMP framework. SNMP GET and SET operations on extension objects are implemented in Java. In the XNAMI architecture, the XNAMI manager can transfer compressed Java bytecode to the XNAMI agent using an SNMP SET operation in order to add SNMP MIB. The agent maintains an explicit runtime representation of its SNMP MIBs and uses XML to represent managed object internally. An XML document describing the MIB is transferred and retrieved by the SNMP operation. In this architecture, XML is
used to represent the MIB definition and store it in a DOM tree at the agent, and to browse the MIB module at the manager. Upon receipt of an SNMP GET, the agent’s SNMP server executes the GET method, which is added by XNAMI manager. With a Java bytecode, the XNAMI manager transfers an XML string specifying that a new OID should be created, and an existing OID deleted. The XNAMI manager and agent exchange management data via SNMP, while the XML data is transferred via HTTP.

- **Juniper Networks’ JUNOScript**: Recently, Juniper Networks introduced JUNOScript [19] for its JUNOS network operating system. The JUNOScript, a part of its XML-based network management effort, uses a simple model that is designed to minimize both implementation costs and impact on the managed device. The JUNOScript allows client applications to access operational and configuration data using an XML-RPC. The JUNOScript defines the DTDs for the RPC messages between client applications and JUNOScript servers running on the devices. Client applications can request information by encoding the request with JUNOScript tags in the DTDs and sending it to the JUNOScript server. The JUNOScript server delivers the request to the appropriate software modules within the device, encodes the response with JUNOScript tags, and returns the result to the client application.

- **Cisco’s Configuration Registrar**: The Cisco Configuration Registrar [20] is a Web-based system for automatically distributing configuration files to Cisco IOS network devices. The Configuration Registrar works in conjunction with Cisco Networking Services (CNS) configuration agents located at each device. The Configuration Registrar delivers the initial
configuration to the Cisco devices when starting up on the network for the first time. It uses HTTP to communicate with the agent and transfers configuration data in XML. The configuration agent in the device uses its own XML parser to interpret the configuration data from the received configuration files.

2.3. Overview of Netconf

The Network Configuration (Netconf) working group (WG) [10] was formed in May 2003. The Netconf WG attempts to standardize a protocol suitable for configuration management of network devices. The Netconf WG defines the Netconf protocol and transport mappings. Internet network operators, developers and researchers have participated in the Netconf WG and issued several Internet Drafts (I-D) [21, 22, 23, 24] and individual submissions. In this section, we introduce the Netconf protocol and transport mappings.

Netconf protocol [21] describes several requirements, which are summarized as follows:

- It distinguishes configuration data, state data, and system notification. The configuration data is read-write data, and state data and the system notification are read-only data.

- The configuration operations (e.g., get-config and edit-config) are provided. To prevent simultaneous modification, a mechanism for locking data is necessary. The transaction of the modification operations is provided optionally (e.g., stop-on-error, ignore-error).

- It is necessary to distinguish between the modification of a configuration and
the activation of configurations. The configuration is separated into three states: running, candidate, and startup. The implementation of ‘running’ state is mandatory, and the implementation of the other two states is optional.

- It can open three TCP connections (channels) in a single session: operation, management, and notification. The operation channel is mandatory, and the other two channels are optional.

### 2.3.1. Netconf Configuration Protocol

The Netconf protocol [21] uses XML for data encoding and a simple RPC-based mechanism to facilitate communication between a client and a server. The design goals of the Netconf protocol are as follows.

- Improve interoperability among the devices produced by different vendors.
- Provide a transport-neutral protocol based on TCP.
- Provide ease of implementation to developers using existing XML related tools.
- Provide the operations of Get and Edit full or partial configuration.
- Support actions, such as exec commands

As depicted in Table 1, the Netconf protocol can be conceptually partitioned into four layers: Content, Operation, RPC, and Transport.

The ‘Content’ layer presents the configuration content, which basically depends on the device vendors. This layer is currently outside the scope of Netconf but it is expected that a standard data definition language and standard content will soon be formulated. The state of configuration is divided into three
phases: candidate, running, and startup. The ‘running’ is the complete configuration, which is currently active on the network device. The ‘candidate’ is the candidate configuration, which can be manipulated without impacting the device’s current configuration. The ‘startup’ is the copied configuration from the ‘running’ state when the running configuration is reliable.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Configuration data</td>
</tr>
<tr>
<td>Operations</td>
<td>&lt;get-config&gt;, &lt;edit-config&gt;, etc.</td>
</tr>
<tr>
<td>RPC</td>
<td>&lt;rpc&gt;, &lt;rpc-reply&gt;, etc.</td>
</tr>
<tr>
<td>Transport</td>
<td>SSH, BEEP, SOAP over HTTP, etc.</td>
</tr>
</tbody>
</table>

Table 1. Netconf Protocol Layers

The ‘Operations’ layer includes base and additional management operations. The base operations of the Netconf protocol are defined as follows:

- **<get-config>:** It retrieves all or parts of the specified configuration.
- **<edit-config>:** It requires three types of operation attributes: merge, replace, and delete. This operation message includes one of these attributes, which is inserted into the elements of the specified configuration. It merges or replaces all or parts of the specified configuration to the specified target configuration using the merge or replace attributes. It also deletes all or part of the specified configuration using the delete attribute. The transaction of the modification operations is provided optionally. The values for transaction processing are ‘stop-on-error’ (default) and ‘ignore-error’.
- **<copy-config>:** It creates or replaces an entire configuration file with the
contents of another complete configuration file.

- `<delete-config>`: It deletes configuration data.
- `<kill-session>`: It terminates the Netconf connections in channels within a single Netconf session, by using the session-ID.
- `<lock>`: It allows the manager to lock the configuration of a device.

A set of functionalities that supplements the base operations is called ‘capability’ in Netconf. The Netconf capability permits the agent to adjust its behavior to take advantage of features exposed by the device. The agent needs an XML document to describe its own capability which is performed by its optional operations. For example, operations for the Netconf capability are shown as follows:

- `<notify>`: It sends asynchronous notifications.
- `<validate>`: It validates the contents of the specified configuration.

The ‘RPC’ layer presents the RPC-based communication model. This layer contains the message-ID which the manager can distinguish its own rpc message. The manager and the agent use `<rpc>` and `<rpc-reply>` elements to provide a transport-independent framing of protocol requests and responses. The elements in this layer are as follows:

- `<rpc>`: It expresses request messages of operations in the Netconf protocol. This element contains the message-ID as the attribute.
- `<rpc-reply>`: It presents a response message. The ‘<ok>’ element is sent in the `<rpc-reply>` message if no error occurs during the processing of an `<rpc>` request. Otherwise, the `<rpc-error>` element is delivered in it.
• `<rpc-abort>/<rpc-abort-reply>`: By using the message-ID, it terminates the RPC operations in progress and the response message is sent in `<rpc-abort-reply>`.

• `<rpc-progress>`: It sends a progress report of the RPC operations in progress before an `<rpc-reply>` that takes a long time to transmit can be generated.

The ‘Transport’ layer supports any transport protocol that is connection-oriented, requiring a persistent connection between the manager and agent. When the manager establishes a session with the agent, the unique session-ID is assigned by the agent. And, this session supports three channels of management, operation, and notification. The management channel manages on-going RPC operations on operation channels via ‘rpc-abort’ and notifies progress reports of the RPC operations via an ‘rpc-progress’ element. This channel also advertises the capability of the agent by spreading out an XML document to describe its capability. The operation channel performs most Netconf protocol operations including the `<rpc>` and `<rpc-reply>` elements. The notification channel transmits notification messages from the agent to the manager.

Figure 2 shows the example of the NETCONF protocol message to request the `<edit-config>` operation. This request message, which includes the message-id 107, replaces the values of the address descendants to ‘`<name>1.2.3.4</name><mask>255.0.0.0</mask>`’. Because the Netconf protocol is difficult to select the specific configuration, this message contains the unmodified configuration information which is ‘`<interface><name>Ethernet0/0</name><mtu>1500</mtu></interface>`’.
2.3.2. Netconf Transport protocol

The Netconf protocol is currently considering three separate application protocol bindings for transport: Secure Shell (SSH) [22], Block Extensible Exchange Protocol (BEEP) [23] and SOAP over HTTP [24].

- **SSH**: Secure Shell (SSH) [22] is required by operators who are accustomed to the existing network device environment. SSH is more appropriate as a rapid-prototyping or debugging tool to examine the functionality of the Netconf protocol rather than an API for complex applications. SSH has a constraint on multiple channels within a session.

- **BEEP**: Block Extensible Exchange Protocol (BEEP) [23] is a peer-to-peer
protocol, so the manager or the agent can initiate the connection. Because of the nature of this connection initiation, BEEP is superior to SOAP over HTTP in processing the asynchronous notification. BEEP also supports multiple channels within a single session. There are freely available software toolkits which support BEEP. However, the downside to BEEP is not widely deployed at this time, in either network devices or end user operating systems.

- **SOAP over HTTP**: Simple Object Access Protocol (SOAP) over HTTP [24] is a suitable application protocol because it supports its own RPC interface and has the ability to bind any application protocol for transport. SOAP tools and source codes provide an easy implementation environment that generates the skeleton and the stub for communicating. As HTTP is asymmetric with respect to client and server, it has some difficulties in sending asynchronous notifications from the agent to the manager. So, the manager can periodically poll requests for notification. This approach increases unnecessary traffic and the manager’s processing overhead.
3. Architecture for XML-based Configuration Management

In this chapter, we describe the design and Architecture of an XML-based Configuration Management System (XCMS) in accordance with Netconf.

3.1. Problems and Proposed Solutions

To overcome limited management information and management protocol in SNMP, XML technologies currently are applied to the configuration management. We point the problems in Netconf protocol using SOAP, and illustrate methods for solving the problems.

The management information from diverse network devices developed by different vendors is difficult to define in a standard format. Although it realizes the importance of the ‘Content’ layer, the Netconf WG is not concerned with management information yet. We propose management information modeling to place guidelines for the presentation of management information into an XML format.

Also, Netconf does not provide an addressing mechanism for the selection of specific part of configuration information. In order to identify the specific part of a configuration, the ‘edit-config’ operation inserts one of the operation types (merge, replace, and delete) into the content of a specific configuration, so this operation is dependent on information modeling language of the content. Because the operation type exists in the content of the configuration, parsing of configuration data is required to determine the operation type. Therefore, we propose the XPath expression as an addressing method to present the accurate position of the configuration. By using XPath, the operation ‘edit-config’ can be
In the Netconf over SOAP Internet Draft (I-D) [24], the tags of the ‘RPC’ layer are acknowledged as SOAP RPC operations. The operation tags of the ‘Operation’ layer are passed as parameters of the SOAP message. This still requires parsing tags to retrieve the operation names and parameters as in BEEP and SSH. To reduce parsing overhead, it is necessary to map the Netconf protocol message to the SOAP message, as shown in Figure 3. The SOAP RPC Operation layer is a combination of the Netconf’s Operation layer and the RPC layer. The message-id in the RPC layer is mapped to the id in <SOAP:BODY>. The names of Operations in Netconf become SOAP RPC Operations. The necessary information is passed as parameters.

<table>
<thead>
<tr>
<th>NETCONF Protocol Level</th>
<th>SOAP RPC Message Level</th>
<th>Example</th>
</tr>
</thead>
</table>
| Operation              | Parameter              | //SOAP RPC Operation<br>`<SOAP-ENV:Body id= "50">`<edit-config-replace><target><running/></target><xpath><interface>...<transaction>rollback</transaction></interface></config>
|                        |                        | Parameter 1 Parameter 2 Parameter 3 Parameter 4 |
| RPC                    | SOAP RPC Operation     | <rpc><get-config><edit-config-replace><edit-config-merge><edit-config-delete><clock><kill-session><rpc-progress><rpc-abort>, etc. |
|                        |                        | Parameter 1 Parameter 2 Parameter 3 Parameter 4 |
| Transport              | HTTP                   | HTTP |

Figure 3. Mapping of Netconf Protocol Message to SOAP Message
While SOAP can be bound to different underlying protocols such as HTTP, SMTP or BEEP, most existing SOAP implementations support HTTP. In the Netconf over SOAP I-D, it is not possible to send asynchronous notifications from the agent to the manager because the agent includes only the HTTP server. As a solution, the manager can periodically poll requests for notification. This approach increases unnecessary traffic and the manager’s processing overhead for periodic requests. For notification delivery, the agent needs to equip the HTTP client as well as the HTTP server. The agent can send a notification message to the manager through the HTTP client.

The RPC mechanism exactly knows the following information: parameters of operation, data types of parameters, and return values of each RPC operation. However, the Neconf protocol message is not sufficient for specific operation description. Therefore, WSDL provided by SOAP tools is needed for describing Netconf operations and additional operations. The use of WSDL in the Netconf protocol is expected to be standardized for ease of implementation on agents and for integration with deployed systems. We also propose WSDL to describe the capability of an agent instead of the XML document.

3.2. Management Information Model

Information modeling presents the management information of the managed system. We define the configuration information of a network device using the XML Schema [4], which supports to define management information by adding new data types to a pool of data types. The configuration information in network device has relationships with each other. A relationship means that some objects
of the configuration information can influence other objects.

**Figure 4. Management Information Model**

Figure 4 shows the structure of configuration information. In Figure 4 (a), the method to represent the information is to use nested elements to present each name of a managed object, and the element’s attributes indicates a dependency (relationship) among the objects or distinguishes the elements with the name of the same tag. For example, the name of the ‘ref’ attribute is used to present the referred relation with another object. If the value of the object ‘B’ is changed, the modified value can have influence on the object ‘C’. The name of ‘id’ attribute implies an identifier of the elements with the same tag’s name ‘C’. In Figure 4 (b), the information is transformed into a tree structure where a dotted arrow line shows a referred relationship.

### 3.3. Management Protocol

We have selected to use the SOAP over HTTP as a transport protocol. With
the absence of an RPC interface in BEEP and SSH, a parsing process on operation messages is required to retrieve the operation name and parameters. SOAP [8] provides an RPC interface, and its messages are easy to parse. SOAP tools automatically generate important codes for the skeleton and the stub to communicate. These tools also generate WSDL definitions, which contain useful information for RPC operations, such as the operation names and parameters. When a new operation is added to the agent’s operation list, the new version of WSDL definition is generated. The updated WSDL definition is the specification to notify the manager with newly added operations. So, the WSDL is very useful for describing the various capabilities of the agents and the manager’s RPC operations to receive the notification messages from the agent.

We have defined management operations as the SOAP RPC operations based on Netconf operations as follows.

- `<get-config>`: It retrieves configuration information from the agent to the manager.
- `<edit-config-{operation}>`: ‘merge’, ‘replace’ and ‘delete’ are inserted into the `{operation}` field. ‘merge’ is to add, ‘replace is to replace, and ‘delete’ is to delete.
- `<kill-session>`: When the manager terminates the specific session, the ‘kill-session’ operation disconnects them using the session-ID.
- `<lock>`: It locks the configuration.
- `<notify>`: It processes transmitted notification messages from the agent. For example, the agent sends notification message when it abnormally terminates or reboots itself.
• `<rpc-progress>`: It is possible to receive reporting message from the agent. The agent calls this operation when some operations requested by the manager are deferred.

• `<rpc-abort>`: It terminates the RPC operation in progress, when the manager is desired to abort its RPC operation.

We define the additional operations except the base operations to improve the management functionality.

• `<download><upload>`: The manager downloads or uploads a configuration file as well as a WSDL file from/to the managed agent to/from the manager.

• `<reboot><shutdown>`: The agent reboots or shutsdowns itself to apply the modified configuration information.

Another important issue with the management protocol is an addressing method to access the specific part of management information. An addressing mechanism in an XML document is provided using the XPath [6] expression, which provides explicit expressions to identify XML nodes. One role of XPath is to indicate a specific location path of configuration information with an unabbreviated or an abbreviated syntax. The location path in configuration information within the agent can be presented using only the abbreviated syntax of XPath.

The XML parser in the agent should be lightweight to support XPath because the agent is an embedded system. This requires removing unnecessary expression of XPath. It takes much effort to optimize an XML parser suitable for the configuration management of a network device. To minimize the size of the
agent’s XML parser, the agent supports the XPath expression only using the following two factors: operators and node-set.

- Operators are used for selecting the nodes within a specific range.
- Node-set is an unordered collection of nodes without duplicates.

We have defined the SOAP RPC operations using WSDL [9]. As described in Figure 5, WSDL defines the main elements as follows:

- message: An abstract, typed definition of the data being communicated.
- operation: An abstract description of an action supported by the service.
- portType: An abstract set of operations supported by one or more endpoints.
- binding: A concrete protocol and data format specification for a particular port type.
- port: A single endpoint defined as a combination of a binding and a network address.
- service: A collection of related endpoints.

Figure 5 describes the WSDL definition of the <edit-config-replace> RPC operation. This operation includes the following parameters: ‘target’, ‘xpath’, ‘config’, and ‘transaction’. The parameter ‘target’ is a target configuration which is one of the states, such as candidate, running, and startup. The parameter ‘xpath’ is an XPath expression to access the specific part of the configuration for replacement. The parameter ‘config’ is the information to replace.
3.4. Architecture

In Figure 6 we illustrate the architecture of XCMS consisting of a manager and an agent. Both the manager and the agent contain the HTTP server/client
modules for initiating a bidirectional connection. Each is composed of three modules: Management Operations, SOAP over HTTP, and a Repository. The management Operations module needs to process the various management functionalities, the SOAP over HTTP module provides to communicate between the manager and the agents, and the Repository module stores the management information. It is easy to apply XML technologies to these divided modules.

The Management Operations module is classified with several components and serves management needs. The RPC Operations component includes SOAP RPC operations with their own RPC interfaces. The Local Operations component is a set of internal operations that supplements the RPC operations. This component contains the operations for processing the transactions of the \texttt{<edit-config-{operation}>} RPC operations and logging the results of the transactions. The XML parser component is a set of packages with DOM APIs that allow us to read and write an XML document. The manager has an additional Web Interfaces component to provide a Web-based user interface. The XSLT sub-component transforms XML format into HTML format to display on the Web.

The SOAP over HTTP module contains the SOAP engine including the HTTP server/client, which is a set of packages providing SOAP binding APIs.

The Repository module has two storage types: the XMLDB [36] and a file. XMLDB is required by the manager, and it contains the topology and summary information of the managed devices. A variety of files exists in XCMS. The XSL files in the manager are used in XSLT [11] processing to display XML data on the Web. The notifications and transaction results of RPC operations are deposited into log files. In the manager, the configuration files are uploaded to the agent or
downloaded from the agent. In the agent, the configuration files are divided into three steps: candidate, running, and startup. WSDL files are used to describe both base RPC operations and additional RPC operations. The agent has two WSDL files. One is its own WSDL and the other is the manager’s WSDL which presents the manager’s RPC operations to receive the notification message from the agent. By using the definitions in the WSDL file, the manager can know available RPC operations except the base operations of agents and design its own RPC operation for the notification message.

![Architecture of XML-based Configuration Management System](image)

**Figure 6. Architecture of XML-based Configuration Management System**
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4. Implementation

We have implemented an XCMS based on the proposed architecture. We added several operations, such as download, upload, reboot, shutdown, and log to improve the management functionality.

The manager uses various XML technologies to provide Web-based user interfaces and XMLDB. We referred to the Apache Project Group [25] that provides APIs implemented with JAVA. XCMS needs the following APIs: Xerces [26] as an XML parser [12, 30], Xalan [27] as an XPath handler and an XSLT processor, Xindice [28] as XMLDB and AXIS [29] as a SOAP engine to apply the SOAP communication method between the manager and the agents. Axis automatically generates a WSDL file and proxy/skeleton codes for the SOAP RPCs. In order to enable the existing Java class as a Web Service, we simply copy the Java file into the Axis Web application, using the extension “.jws” instead of “.java.” We deployed the main class namely SoapInterface into Web Services. XMLDB supports XML technologies, such as XPath [6], XQuery [13], and XUpdate [14] to directly handle XML documents via the DOM parser [30].

The XCMS agent is applied to the IP gateway (a commercial Internet sharing device). The agent uses gSOAP [31] implemented with C/C++ languages to exchange SOAP RPC messages. The gSOAP generates a stub, a skeleton, and a WSDL file using the header file which declares RPC operations. We select the libxml [32] which is the lightweight one among existing XML parsers as an XML parser in the agent. This deployment provides DOM APIs which supports to select the specified node, update the selected node value, and read management data.
(a) Web Interface for Configuration Information of IP Gateway

```
<IPGW>
  <basic>
    <lan>
      <ip>192.168.10.1</ip>
      <networkmask>255.255.255.0</networkmask>
    </lan>
    <wan>
      <auto ref='//wanset'>disable</auto>
      <wanset>
        <ip>211.171.108.16</ip>
        <networkmask>255.255.255.192</networkmask>
        <gatewayip>211.171.108.1</gatewayip>
      </wanset>
    </wan>
    <dns>
      <ip name='primary'>192.168.1.1</ip>
      <ip name='second'>192.168.1.2</ip>
      <ip name='third'></ip>
    </dns>
  </basic>
  <dhcp>
    <set ref='//wan | //dhcpset'>disable</set>
    <dhcpset>
      <startingip>155</startingip>
      <usernumber>30</usernumber>
    </dhcpset>
  </dhcp>
</IPGW>
```

(b) XML Data for Configuration Information of IP Gateway

Figure 7. Information Model Example
Figure 7 shows an example of simple management information modeling from the Web browser display. Figure 7 (b) shows an XML document matching the Web interface in Figure 7 (a) based on XML Schema. The IP gateway column from the Web Interface represents basic configuration information, such as LAN, WAN, and DNS settings. The fields in this column correspond to each XML element.

The configuration information of a network device has a relationship with each other. The ‘ref’ attribute in Figure 7 (b) is an example of representing the dependencies among elements. If the automatic setting for WAN is disabled, the IP gateway requires information for WAN, such as the WAN IP address, network mask, and gateway IP address. In contrast, if the automatic setting for WAN is enabled, the information above is ignored. To present this dependency, the sub element ‘auto’ of ‘wan’ has the attribute ‘ref’ whose value is ‘//wanset’. Another use of the attributes is to identify the same name of the objects. The IP gateway contains IP information of a primary DNS server and the other two DNS servers. To distinguish the ‘ip’ tags from the ‘dns’ elements, the attribute ‘name’ is used as an identifier.

Table 2 shows the examples of XPath expression used in XCMS, and the expression indicates a specific location path with an abbreviated syntax composing of operators and node-set.

<table>
<thead>
<tr>
<th>XPath</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>//IPGW</td>
<td>Select all the <em>IPGW</em> descendants of the root document</td>
</tr>
<tr>
<td>XPath Expression</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>//wan/auto</td>
<td>Select all the <em>auto</em> descendants of <em>wan</em> document</td>
</tr>
<tr>
<td>//wan</td>
<td>//dhcpset</td>
</tr>
<tr>
<td>//ip[@name='primary']</td>
<td>Select all the <em>ip</em> descendants of the context node that has the attribute <em>name</em> with a value <em>primary</em></td>
</tr>
</tbody>
</table>

Table 2. Examples of XPath expression
5. Comparative Analysis

In this chapter, the proposed XMML-based Configuration Management System (XCMS) is compared with the SNMP-based Configuration Management System. We also evaluated the latency performance, which is the roundtrip time for sending and receiving messages of Get between the manager and the agent.

5.1. Performance Evaluation

We verified the performance of the XCMS agent by comparing it with the SNMP agent on the same IP sharing device. We compared the generated network traffic between the manager and the agent. Moreover, the processing time of the XCMS agent compared to the traditional SNMP agent is measured with the response time of Get requests between the manager and the agent.

Figure 8 shows the network traffic of each agent between the SNMP agent and the manager, and between the XCMS agent and the manager. We captured packets and different sizes of each manager and agent by network traffic monitoring tool, Ethereal [33]. In the case of one node, we can easily determine the smaller size of the Get request message and response message of the SNMP agent because it is aimed to serve the network management protocol. However, the XCMS agent using the SOAP over HTTP protocol increases network traffic for each node access over SNMP. Conversely, as the number of the specified nodes is increasing, the XCMS agent produces less network traffic than the SNMP agent using the get operation because the SNMP agent using get operation requests several GetNext operations and receives responses for every node, while the XCMS agent retrieves multiple nodes in one request using SOAP over HTTP.
Figure 8. Message Size of Get

(a) Get Request Message (Bytes)

(b) Get Response Message (Bytes)

Figure 8. Message Size of Get
Figure 9 presents the same results as Figure 8 (a). The XCMS agent supports to retrieve the bulk data from a request, while the SNMP agent using the get operation should receive several GetNext requests and send the response.

Figure 10 shows the response time of the Get request. The response time is also measured by network traffic monitoring tool, Ethereal. The XCMS takes more time than the SNMP for accessing each leaf node. However, as the number of retrieved nodes is increasing, the response time of XCMS is improving over SNMP.

Although SNMP agent using the getbulk operation shows a better performance than the XCMS agent, the XCMS agent takes advantage to define various operations to improve management functionalities like a set operation for bulk data.
5.2. Comparison and Analysis

This section presents a comparison and analysis of three separated views: the management protocol, the information modeling, and the addressing method to access managed objects.

As depicted in Figure 11, the SNMP protocol data unit (PDU) is in a binary format with a fixed field size. However, XCMS is the SOAP-based protocol message which is defined in the readable textual format of XML. As compared with SNMP, the advantages of SOAP-based protocol are summarized as follows:

- SOAP message can be exchanged over connection-oriented protocols such as HTTP, which improves the efficiency of bulk data retrieval unlike SNMP over UDP.
• SOAP message provides Remote Procedure Call (RPC) interface for the direct operation call. If the agent adds a new operation for the configuration management, the manager should directly call the operation using SOAP. However, in the SNMP case, it analyzes the specific value of the defined field to call the operation because SNMP does not provide RPC interface. Therefore, the RPC mechanism is convenient to develop and extend the management operations.

• The SOAP tools generate the WSDL files that contain the definitions of the RPC Operations. By using the WSDL, the manager can easily learn the available RPC operations of the diverse agents except the base operations. Also, the use of WSDL is easy to newly update the existing RPC operations.
The management information modeling presents the management information of the managed system. The SNMP MIB is difficult to present dependencies among objects since MIB represents management information in only a simple hierarchy structure. An XML is possible to represent a certain dependency among nodes using elements and attributes.

The addressing method depends on the information modeling language. SNMP uses an object identifier (OID) expression to access the specific node of MIB. The OID using the position number expresses the defined path from the root to the specific node, so that the OID must present an absolute full path and map each node to its own absolute path. If the structure of the MIB tree is modified, the values of the OID are updated. However, XPath using the naming access can select the specific node from a relative path using an abbreviated syntax or a conditional expression. The XPath also select the multiple nodes from one XPath expression, while the OID points only one node.

Finally, on the configuration management aspect, the use of XML takes many advantages to management protocol, information modeling, and addressing method.
6. Conclusions and Future Work

XML has been viewed by many as a revolutionary approach to solve existing problems in network and systems management. One of the critical problems faced by the operators is the configuration management of multitudes of IP network devices. The effort by the Netconf WG attempts to apply the XML technology to solve the problem of configuration management. This thesis has given a brief overview of the Netconf protocol that is currently being standardized. We have designed and implemented an XML-based configuration management system (XCMS) based on the Netconf protocol with some of our proposed extensions. Also, XCMS guarantees interoperability using SOAP RPC operations defined by WSDL. Although this thesis demonstrated the feasibility of developing an XML-based configuration management system for network devices, we have also demonstrated the use of XML technology for configuration management of distributed systems [34].

We plan to optimize our XML-based agent so that we can embed it into any type of network devices with limited computing resources. We also plan to demonstrate the effectiveness of our approach through extensive performance and scalability tests. Another possible future work is to extend the configuration management to Web Services using WSDL, SOAP, and Universal Description, Discovery and Integration (UDDI) [35].
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¿ä¾à ÇöÀç ÀÎÅͳÝÀÇ ºü¸¥ È®»êÀ¸·Î ´Ù¾çÇÑ ³×Æ®¿öÅ© ÀåÄ¡µéÀÌ ÃâÇöÇÏ°Ô µÇ¾ú°í，°Å´ëÇÑ ³×Æ®¿öÅ©°¡ Çü¼ºµÇ¾ú´Ù。 ÇöÀç ³×Æ®¿öÅ© °ü¸®¸¦ À§ÇØ »ç¿ëµÇ°í ÀÖ´Â SNMP(Simple Network Management Protocol) ±â¹ÝÀÇ °ü¸®½Ã½ºÅÛÀº ³ª³¯ÀÌº¹ÀâÇØÁö°í °Å´ëÇØÁø ³×Æ®¿öÅ©¸¦ ¼ö¿ëÇϱ⿡´Â °ü¸® Á¤º¸ ¸ðµ¨°ú °ü¸®±â´ÉÃø¸é¿¡¼­ Áë¾àÇÔÀÌ ÁöÀûµÇ°í ÀÖ´Ù。 ¶ÇÇÑ UDP¸¦ ±â¹ÝÀ¸·Î ÇÑÁ¤µÈ Å©±âÀÇ SNMP¸Þ½ÃÁö¸¦ º¸³»±â ¶§¹®¿¡ ¹úÅ© µ¥ÀÌÅÍ(bulk data)¸¦ ó¸® Çϴµ¥ À־ °¡ÀåÅ«¹®Á¦°¡ µÇ°í ÀÖÀ¸¸ç，ÀÌ´Â ±¸¼º°ü¸®(Configuration Management)ÀÇ¾î·Á¿òÀ» ´õ¿í °¡Áß½ÃŰ°Ô µÈ´Ù。 µû¶ó¼­ SNMPÀÇ ´ëü ¹æ¹ýÀÎ XML(Extensible Markup Language) ±â¹ÝÀÇ ³×Æ®¿öÅ© °ü¸®´Â ±¸¼º°ü¸®¸¦ Áß½ÉÀ¸·Î IETFÀÇ¿öÅ·±×·ì(WG)ÀÎ Netconf(Network Configuration)¿¡¼­ Ç¥ÁØÈ­ ÀÛ¾÷ÀÌ È°¹ßÈ÷ÁøÇàµÇ°í ÀÖ´Ù。 ¿ì¸®´Â º» ³í¹®¿¡¼­ Netconf¿¡¼­ Á¦½ÃÇÑ °ü¸® ÇÁ·ÎÅäÄÝÀÇ¹®Á¦Á¡À» ÁöÀûÇϰí À̸¦ °³¼±ÇÑ XML ±â¹ÝÀÇ ±¸¼º Á¤º¸ °ü¸® ½Ã½ºÅÛ(XCMS)ÀÇÁ¶¸¦ Á¦¾ÈÇÏ¿´´Ù。 XCMS´Â °ü¸® ÇÁ·ÎÅäÄݷνá RPC(Remote Procedure Call)interface] ÀÔº£µðµå WSDL(Web Services Description Language)À» Á¤ÀÇ ÇÒ¼ö ÀÖ´Â SOAPÀ» ÀÌ¿ëÇϰí ÀÖ´Ù。 ±×¸®°í º» ³í¹®Àº ÀÓº£µðµå ½Ã½ºÅÛÀÎ XCMS¿¡µµ Àû¿ëÇØ º¸´Â ¿¬±¸ ¶ÇÇÑ ÁøÇàµÇ°í ÀÖ´Ù。
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